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Contributions of Thesis

This thesis discovers that k-Medoids clustering outperforms k-Means
clustering when data samples in an IDS are large. The accuracy and detection
rate are found to be higher with lower false alarm rate while using k-Medoids
than using k-Medoids clustering. k-Medoids shows consistently better
performances when they are followed by either NB classification of SVM
classification.

The research work develops an Incremental SVM classification method for
intrusion detection system, which is faster and more efficient. The proposed
method named CSV-ISVM adopts iterative approach of SVM classification
but reduces its time complexity by implementing a new support vector
selection strategy called Half-partition method that works better with almost
half the sample than other methods.

This work develops an algorithm that combines clustering technique and
outlier detection. This algorithm is an extended version of k-Medoids
clustering algorithm and can perform k-Medoids clustering and outlier
detection simulaneoulsy. By using this algorithm, an IDS can get no. of
clusters normally in order to deal with the detection process as well as it
obtains outliers data that can be directly analyzed for possible attacks.
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ABSTRACT

With the rapid and wide-spread growth of internet technology, security risks and
threats are also increasing day by day. Newer versions of attacks and intrusions are
evolving continuously by putting extra challenges to the field of intrusion detection.
In this present context, this thesis work proposes a hybrid approach of intrusion
detection along with a hybrid architecture of intrusion detection system. The proposed
architecture is flexible enough to perform intrusion detection tasks either by using a
single hybrid module or by using multiple hybrid modules. The “Clustering-Outlier
detection followed by SVM classification” is proposed as the first hybrid IDS module
to be used in the architecture, whereas the second module proposed is the
“Incremental SVM with Half-partition method”.

The Clustering-Outlier detection is an algorithm developed by this research work,
which combines k-Medoids clustering and outlier analysis such that both the
operations are carried out simultaneously. The selection of k-Medoids for the
Clustering-Outlier detection is finalized from a simulation work / experimentation
which discovers that k-Medoids clustering outperforms k-Means clustering when used
for detecting anomalies in a large databases or network traffic data. The research work
shows that k-Medoids consistently yields higher rates of accuracy and detection rate
but lower rates of false positives in the mean time — whether it is followed by a Nawe
Bayes classification or an SVM classification.

This thesis work also suggests that SVM classification is more suitable that NB
classification for an IDS. For this purpose, a simulation / experiment work is carried
out, in which a comparative analysis is done between the Clustering-Outlier detection
followed by NB classification and the Clustering-Outlier detection followed by SVM
classification. It is shown that the combination having SVM is better in terms of
accuracy, detection rate and false alarm rates. Hence, Clustering-Outlier detection is
then followed by a SVM classification in order to design an IDS.

In the second module to be used in the proposed hybrid IDS architecture, the Half-
partition strategy is adopted with the intention to reduce the time and space
complexity of incremental SVM classification. In the Half-partition strategy, the



support vectors identified in the current iteration of incremental SVM are selected and
retained in a smarter way for the next iteration. By using this method, an algorithm
named Candidate Support Vector (CSV) selection algorithm is developed, which
works two times faster and storage space is reduced by half compared to other
incremental support vector machine (ISVM) algorithms. Thus, CSV-ISVM algorithm
is proposed as the final piece of this thesis work.

This and the following few paragraphs explains the problems or motivations behind
this thesis work. Intrusion Detection System (IDS) has been established as the most
essential and unavoidable component of the whole network security and defense
system. In present context, a wide range of attacks and threats are increasing day by
day along with rapidly growing network technologies and the Internet. Uncontrolled
databases and web servers have been constantly targetted by intruders. Therefore, this

thesis choses IDS as its major research work.

Need of applying clustering techniques like k-means and k-medoids into IDS is
realized to handle big data and multimedia. Various IDS and IPS have been
implemented for quite a long time for protecting and securing information, specially
in network environment. Most of them work well with known attacks and work well
with small data or network traffics. Due to evolution of big and multimedia databases,
an IDS that is able to detect attacks from the huge data samples in an acceptably less

amount of time is required.

There is a need of new techniques which are better in detecting anomalies efficiently.
In recent years, data mining approaches have been proposed and used as detection
techniques for discovering anomalies and unknown attacks. These approaches have
resulted in high accuracy and good detection rates but with moderate false alarm on
novel attacks. In addition, some attacks and normal connections are not detected
correctly. Hence, there is a need to detect and identify such normal instances and
attacks accurately in an interconnected network.

Most of IDS related works are focused in increasing accuracy and detection rates. As
a consequence in due course, many approaches give rise to false positives and also
fail sometimes in detecting new threats like zero-day attacks. Hence, an outlier

analysis is felt necessary in order to detect new anomalies very efficiently and also to



help reduce false alarms in classifying the attacks. So, this thesis develops an

algorithm that combines clustering with outlier detection.

Time complexity has always been a major concern in IDS. In case of big and
multimedia data traffics, online detection generally takes longer time thus
compromising the performance of the network speed. Considering this problem, the
classification of normal and abnormal data traffic should be done in as less time as
possible. And therefore, a faster classification method like NaWe Bayes (NB)
classification or SVM becomes really necessary. This thesis addresses this necessity

with better SVM approaches.

NB classifiers are based on a very strong independence assumption with fairly simple
construction. They work fine with good data distribution. When NB is combined with
k-Medoids clustering, time complexity increases as the size of data grows. Therefore,
to address the time complexity, Nawe Bayes classification could be replaced with a
better unsupervised learning method e.g. Support Vector Machine (SVM) that can
produce high detection rate with a small-sized data distribution. Moreover, the time
consumed by SVM should also be reduced to give it an extra performance and thus an
idea of designing a new algorithm is justified. Therefore, this thesis improves the time

consumption of incremental SVM classification by inventing newer methods.

As newer threats and attacks are coming and new security scenarios are developing
day by day, it has become a compulsion for an IDS to learn continuously over every
new network scenario. Not surprisingly, SVM classification also needs an incremental
technique to be incorporated before using it in an IDS. Therefore, a new Half-partition

method is suggested in reducing the time taken in incremental SVM classification.

Moreover, implementation aspect of IDS should also be taken into consideration.
Since network attacks are quite unpredictable, the security infrastructure in which the
IDS is implemented should be flexible enough to incorporate necessary techniques in
required ways. Such an IDS architecture, therefore, should also be sought in order to

provide a number of options and combinations of detection techniques or components.

With the afore-mentioned motivation, this research is carried out with the aim to
provide a flexible IDS infrastructure and propose a hybrid IDS with k-Medoids-

Outlier method and incremental SVM classification scheme. Other objectives of this



work are : - (1) To detect intrusion in real time, (2) To guarantee the predictability of

the model, (3) To handle infrequent patterns, and (4) To reduce false alarm rates.

In order to meet these objectives, special attention is paid to make sure that the
amount of time taken to build the model and detect the anomalies does not create
eXtra overheads to the web servers. Predictability of the model is tested to make sure
that it can always produce the desired accuracy in detecting attacks. And also, the
proposed model is able to handle infrequent normal patterns or anomalies and learn
also from them in order to carry out correct classification. Moreover, iterative
detection technique is used in the proposed model to minimize the false alarm rates.

The methodology adopted by the thesis are explained ahead. This thesis first carries
out a comparative study of k-Means and k-Medoids clustering technique in order to
find out which one is most suitable for an IDS in real time. For this, each clustering is
followed by a Nawe Bayes classification method and results are analysed based on
intrusion detection parameters.

It also designs an algorithm called “Clustering-Outlier Detection algorithm” that
unifies k-Medoids clustering and outlier detection technique by keeping the clustering
quality of k-Medoids intact and without increasing the time complexity of the
algorithm. Then this algorithm is combined with a classification method to be used in
an IDS.

This work also carries out a comparision between NB and SVM classification by
appyling a simple simulation / experiment method to see whether SVM can perform

quickly (using as less data sample as possible) than NB.

This work modifies and improves incremental SVM classification, in which the newly
proposed ‘Half-partition strategy” selects and retains “Candidate Support Vectors
(CSV)” sets. A new algorithm named “Candidate Support Vector based Incremental
SVM” or CSV-ISVM algorithm implements the proposed strategy.

Separate experiments are carried out for different pieces of approaches and research
works. Combined experiments also are done wherever necessary. Types of
experiments include and not limited to data pre-processing and extraction, clustering,
outlier detection, classification and cross validation etc. The data set used in all the

experiments is Kyoto2006+ data sets. The experiments related to clustering and



outlier detection techniques are evaluated on the basis of clustering quality and
execution time. They are compared with other similar methods and the methods
proposed by this research work have been found better. In case of experiments related
to classification methods, the evaluation criteria are performance, accuracy, detection
rate and false positive rate of the classification scheme as well as the execution time,

in Ssome cases.
Consequences of the research works show that : -

The k-Medoids clustering technique followed by NaWe Bayes classification method, in
case of large data sets, is proven to be more significant than k-Means clustering in
terms of accuracy and detection rate. The method also reduces the false alarm rate in

the mean time.

Combination of SVM classification with k-Medoids-Outlier detection method
produces better accuracy, detection and false alarm rates. This approach is shown to
be better than the combination of k-Medoids with Na'we Bayes classification.

The new algorithm CSV-ISVM method that implements the proposed Half-partition
strategy is shown to perform double faster with just half the data samples (support
vectors) than other similar incremental SVM methods.

All the proposed approaches and research works have enhanced the detection rate
with minimum false positive rates. The proposed algorithms e.g. Clustering-Outlier
Detection algorithm and CSV-ISVM are also tested and compared experimentally
with other similar methods and are found better to be used by IDS in real-time
environment. These proposed methods can be used for network intrusion detection in
real-time because of its higher detection rate, improved false alarm rate as well as

acceptably less amount of learning time.

Keywords: Hybrid Intrusion Detection, Clustering-Outlier Detection, Incremental
SVM, Candidate Support Vector, Half-Partition Method.
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Chapter 1. Introduction

1.1 Background and Significance of the Research

The role of Intrusion Detection System (IDS) has been inevitable in the area of
Information and Network Security — specially for building a good network defense
infrastructure. Signature based detection and anomaly based detection techniques are
the two building blocks of such a foundation. Among them, the latter has been
become more important as security threats have been increasing day by day. Anomaly
based intrusion detection, in the recent years, has become more dependent on learning
methods, mainly on classification methods like Na'We Bayes and Support Vector
Machine. To make such classification more accurate and effective, hybrid approaches
of combining data mining techniques are commonly being introduced. In addition to
these, incremental learning approaches are also applied so as to get better detection
rates in each increment of the learning stages; and the SVM classification too does not
remain as an exception. In an Incremental SVM classification, the data objects
labelled as non-support vectors by the previous classification are re-used as training
data in the next classification along with new data samples verified by Karush-Kuhn-
Tucker (KKT) condition.

Intrusion Detection is considered to be a classification problem. So, the importance of
classification is unquestionable. For a detection method to be an accurate and a real-
time one, the learning must also be fast and contain high-precision knowledge. For
such learning, the method obviously requires enough training data and should pass
through multiple learning phases. In order to deal with big data for training purpose,
the use of clustering techniques is advised. Moreover, resource-efficient and fast
algorithms are needed to be built in order to make the whole detection process work
in real-time. Therefore, one real-time parameter “Predictability” has been introduced

in evaluating the whole detection system.
Following are some of the significances of this research work: -

1. For the detection to be an accurate and a real-time one, the learning must also
be fast and contain high-precision knowledge. For such learning, the method
obviously requires enough training data and should pass through multiple
learning phases. In order to deal with big data for training purpose, the use of



clustering techniques is advised. Moreover, resource-efficient and fast
algorithms are needed to be built in order to make the whole detection process
work in real-time. One extra parameter “Predictability” has been introduced in
evaluating the whole detection system so as to claim it as Real-Time Intrusion
Detection System (RT-IDS).

2. IDSs can detect serious security threats as well as unwanted activities like
gaining unauthorized access to files and network resources. While an IDS is
also capable of sending early alarms upon risk exposure caused by any attack,
at the same time it has also potential to generate high volume of false alarms.

3. Although anomaly based techniques quantitatively describe characteristics of
network behavious to distinguish normal behavious from abnormal behaviors
that are potentially intrusive, these abnormal vehavours cannot always be
confirmed to be abnormal. So, abnormal activity set and intrusive activity
subset should be established. And, anomaly detection has higher universality
in finding out yet-undetected attacks.

The scope of the IDS with hybrid model is not limited. The approach can be
implemented in any network where incoming and outgoing traffic rates are high and
public users are large in number. The approach may well be used in those networks
where exchange of data is considered to be high and data security and privacy need to
be strictly maintained. The proposed research will have special scope in any network
environment where Real-Time and Embedded Systems are used.

The whole thesis document is organized in six (6) chapters preceded by the Abstract
and Table of Contents on the top and followed by the References at the bottom. The
Abstract summarizes the four different aspects including background and value of the
thesis topic, contents of the thesis in brief, research methodology used in the thesis

work, and macro result of the thesis work.

Chapters in this document are further divided into Sections and sub-Sections
depending upon how big chapters are and what chapters are about. The first Chapter
is about the introduction of the thesis, which comprises of research background and its
significance, contents of the research, research contributions, etc. Chapter 2 presents
the works related to this thesis work and describes the current status of the research

work around the globe.



Chapter 3, Chapter 4 and Chapter 5 focuses on the research works carried out by the
author in order to meet the objectives mentioned above. Different pieces of research
works are explained in detail with their experimental verifications and theoretical
analyses in Separate chapters. Chapter 3 presents the research work on intrusion
detection based on hybrid learning method by combining k-Medoids clustering and
Na'we Bayes classification. In the following chapter, the detailed research work on
anomaly based intrusion detection using k-Medoids clustering and SVM classification
is presented. In Chapter 5, research work on selection of candidate support vectors in
incremental SVM classification is elaborated and illustrated. In the final chapter, the
conclusion of the whole thesis work is presented along with the possible further
enhancements and future works.

1.2 Research Objectives

Broader Objective: -

The broader objective of this thesis work is to propose a hybrid IDS with k-Medoids-
Outlier detection and incremental SVM classification along with it’s suitable

architecture.

Specific Objectives: -

More specific objectives are as follows: -

1. To detect intrusion in real time : Special attention is paid to make sure that the
amount of time taken to build the model and detect the anomalies does not

create extra overheads to the web servers.

2. To guarantee the predictability of the model: Predictability of the model is
tested to make sure that it can always produce the desired accuracy in
detecting an attack.

3. To handle infrequent patterns: The proposed model handles infrequent normal

patterns and learns also from them in order to carry out correct classification.

4. To reduce false alarm rates: Iterative detection technique is used in the

proposed model to minimize the false alarm rates.



1.3 Solutions to Problems and their Contributions

The problems addressed by the research work and their proposed Solutions are
represented below by means of a Problem-Solution diagram. As seen from Table 1-1,
there are mainly three major problems that can be considered to be solved in general.
They are: - (1) How to detect intrusions in large network traffic; (2) Infrequent traffic
patterns are overlooked or undermined; and (3) Detection time should be very small

with higher accuracy.

Each main problem is further broken down into two goals which are achieved by
providing the proper solutions. The goals of the first problem are (1) To find out a
predictable clustering technique for huge data and (2) To find out a quick multi-
dimensional classification method. As a solution to the first goal, k-Medoids
Clustering technique is selected and to the second goal, SVM classification is selected.
Predictability of online classification cannot always be guaranteed. Therefore, an
offline predictability analysis is also carried out to ensure that the model will perform
the detection work in constantly good level. And, hence, both clustering and

classification techniques.

Similarly, the second main problem also has two goals viz. (1) To detect data patterns
which are occurring in a small portion; and (2) To increase detection rate by
decreasing the false positives. To achieve the first goal, k-Medoids is combined with
outlier detection; and an incremental SVM is applied to obtain the second goal.
Failing to catch infrequent patterns correctly results in the generation of more false
alarm rates. To address this probelm, the k-medois clustering is comnied with outlier
detection method. To further reduce it, the iterrative approach of incremental SVM is

applied.

Lastly, the two goals of the third main problems are: - (1) To maximize the rate of
accuracy in detecting anomalies and (2) To decrease time in detecting attacks.
Solution provided to achieve the first goal is the implementation of support vector
selection strategy; and that for the second goal is the development of Half-partition
method. By applying an improved strategy of selecting support vectors help increase
the accuracy rate of classification and with the design and use of Half-partition

strategy reduces the amount of time taken in the detection process.



Problems and their proposed solutions are summarized in the following table: -

Table 1-1: Problems in the research work and Solution to them

Problems

Goals

Solutions

How to detect intrusionS in

large network traffic?

Find out an predictable
clustering technique for

huge data

k-Medoids Clustering
technique selected

Find out a quick multi-
dimensional classification

method

SVM classification

selected.

Infrequent traffic patterns
are overlooked or

undermined

Detect data patterns which
are occurring in a small

portion

k-Medoids is combined

with outlier detection

Increase detection rate by
decreasing the false

positives

Incremental SVM is

applied

Detection time should be
very small with higher

accuracy

Maximize the rate of
accuracy in detecting

anomalies

SV selection strategy is

implemented

Decrease time in detecting

attacks

Half-partition method is
developed

In order to achieve the goals established by the thesis work, the entire research work

has been divided into four parts: -

1. Designing a hybrid architecture for intrusion detection system. A 4-tier

architecture is proposed in order to provide the entire thesis work a suitable

infrastructure to carry out all necessary experiments and simulations. Section

1.4 describes how the architecture looks like and how it works in detail.




2. Carrying out an experiment of intrusion detection using k-Means/Medoiuds
clustering and NB classification, which shows superiority of k-medoids in
case of large data sets. First, an experiment of k-Means with NB classification
is carried out. Secondly, a similar experiment, but with k-Medoids, is carried
out. Both experiments are analysed and compared to each other for its
applicability in IDS.

3. Performing an experiment that justifies the SVM classificatin against NB
classification when combined with k-Medoids-Outlier-Detection technique. An
alogorithm that unifies k-Medoids clustering and outlier detection is also
devised in the due course. This time, k-Medoid clustering is extended to k-
Medoids-Outlier detection technique by unifying with clustering technique.
With this new technique, NB is and SVM classifications are combined, one at
a time, and carry out two separate experiments. Like in previous case, both the

experiments are analysed and compared for use in an IDS.

4. Carrying out an experiment of incremental SVM classification with k-
Medoids-Clustering technique. Also, a support vector selection strategy called
Half-partition strategy is developed and an algorithm to implement it is also
devised. Here, the SVM classification is extended to work iteratively and
incrementally by selecting support vectors and retaining them for the
following iterations. The increased time due to iterative process is decreased
by applying CSV-ISVM algorithm that aopts Half-partition method. Finally,
the experiment also is analysed and compared with similar methods for
application in IDS.

Following are the results of the thesis work: -

1. Application of k-Medoids clustering technique, instead of k-Means, followed
by Nawe Bayes classification method is proven to be better in terms of
detecting accuracy as well as increasing the detection rate by reducing the
false alarm rate at the same time. In case of large datasets, the approach is seen

to be more significant.

2. Combination of SVM classification with the better (proven in the first piece of
work) k-Medoids clustering produces higher accuracy, detection and false

alarm rates. This proposed hybrid approach is shown to have outperformed the



first approach of combining k-Means/k-Medoids with Na'we Bayes. Intrusion

detection, thus, could be more effective and efficient.

3. The CSV-ISVM method, which incorporates an improved Concentric Circle
method and the new Half-partition strategy, is proven to be more efficient and

faster than other similar incremental classification techniques.
The following are the contributions of the Research: -

1. Discovers that k-Medoids clustering outperforms k-Means clustering when

data samples are large:

As a part of the research work of thesis, it shows that Accuracy and Detection
Rate are increased whereas False Alarm Rate is decreased in k-Medoids
followed by NawWe Bayes for every size of data samples. Both increase
remarkably when the size of the data samples exceeds a certain value and
remain almost constant thereafter. Therefore, the fixed size can be used for

training and hence the time taken can also be predicted.

2. Develops an algorithm that combines clustering technique and outlier

detection:

The algorithm named as Clustering-Outlier algorithm is devised in order to
perform outlier analysis and hence detect in-frequent patterns too. The
algorithm is designed in such a way that it takes advantage of computational
iterations of the clustering method, i.e. outlier detection is done within the
time period of clustering process.

3. Develops a better time-efficient Incremental SVM Classification method:

By developing the Half-partition strategy for selecting candidate support
vectors in incremental SVM classification methods, the real time applicability
of the RT Hybrid model proposed in this thesis is extended. This piece of
research work demonstrates that the time taken in learning and classification
of attack data by normal incremental SVM classification is reduced by half,
and thus making the approach appropriate for using in real-time intrusion
detection.



1.4 Thesis Organization

Hybrid IDS Architecture

In order to achieve the aforementioned broader and specific objectives, a Hybrid IDS
System Architecture has been proposed. The proposed architecture, shown in Figure

1-1, consists of four tiers namely: -

1. Data Acquisition tier

2. Intrusion Detection tier
3. Intrusion Protection tier
4. Interfacing tier

The Real-Time Hybrid IDS System Architecture
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Figure 1-1: Real-Time Hybrid IDS System Architecture




The first tier i.e Data Acquisition tier collects data necessary to train, test and build
the IDS model. The second tier focused in building the intrusion detection system.
The tier is responsible to take necessary security decisions based on the results from
tier 3 and also to maintain rules databases. Tier four provides necessary interfaces to

the user and to connect to the internet.

Specialty of the RT Hybrid IDS System Architecture

Among the four tiers, Tier 2: Intrusion Detection, which is the main focus of this
thesis work, contains the Hybrid IDS module that further comprises of two sub-
modules. The first sub- module is Clustering-Outlier-SVM that is the combination of
Clustering method and Outlier detection method followed by SVM Classification.
The second sub-module is an improved and modified version of Incremental SVM
Classification. These two sub-modules may be used exclusively or in combination.
Nevertheless, there is no doubt that two sub-modules in combination yield the best

performance of Intrusion detection in real time.

Figure 1-1 further illustrates in detail the contents of both two sub-modules of Hybrid
IDS Module. The Clustering-Outline-SVM  sub-module combines k-Medoids
clustering and Outlier detection method by using the unified Clustering-Outlier
algorithm and then implements SVM classification. The second sub-module CSV-
ISVM based SVM makes use of CSV-ISVM Algorithm in implementing Incremental
Support Vector Machine classification. The details of these methods, algorithms,
related experiments and analyses are explained one-by-one in Chapter 3, Chapter 4
and Chapter 5.



Chapter 2. Literature Review

2.1 Related work in IDS developments

According to S. R. Pampattiwar and A. Z. Chhangani, the IDSs developed so far were
vulnerable to the users from inside and outsides i.e. both external and internal attacks
[1], which was mentioned in their research work entitled “IDS Hybrid Intrusion
Detection System Using Snort” [2]. They also proposed a new anomaly detection
module to design a hybrid IDS by extending the functionality of Snort IDS.

Various research works have defined IDS in different ways. There is no exact match
about which security tool is considered as IDS or a part of it. One type of literatures
say that not every kind of security tools are IDSs [3]. For instance, Network logging
systems [4], Vulnerability assessment tools [5], Anti-virus products (although very
close to intrusion detection systems, only provide a security breach detection services
[6]), Firewalls (which works in combination with IDS to enhance network-wide

security [7], Security/cryptographic systems and etc. are not IDSs.

Amoroso said in his article [8] that an IDS checks for suspicious activities in a
network intrusion detection and defined IDS as a process of identifying and
responding to malicious activity targeted at computing and networking resources [9].
He also classified attacks against computer networks and hosts into two types -
misuse based IDS and anomaly based IDS [10]. While some says that IDSs deal with
hacking breaches and, hence, define some dangerous activities [11]. Intrusion,
Incident and Attack are taken into consideration while modeling of intrusions. An
intruder initiates an attack with an introductory action. And then, he follows number

of auxiliary actions or evasions in order to succeed it completely.

Phurivit Sangkatsanee et. al [12] proposed a practical real-time intrusion detection
method using machine learning approaches, in which they described ways to make an

IDS able to perform anomaly detectin in real-time.

Santhosh. S and Radha. R mentioned in their work that attacks, which can be either
passive or active [13], are described as unauthorized access to the resources. They
may be identified by the source category, namely those performed from local network,

the Internet or from remote sources [14]. The following types of attacks, for example,

10



can be identified as one of them: - Password cracking and access Vviolation, Trojan
horses, Interceptions like man in the middle attacks[15], Spoofing [16], Scanning
ports and services [17], Remote OS Fingerprinting, Network packet listening, Stealing
information, Authority abuse, Unauthorized network connections, Usage of IT
resources for private purposes, Unauthorized alteration of resources, Falsification of
identity, Information altering and deletion, Unauthorized transmission and creation of
data (sets) [18], Unauthorized configuration changes to systems and network services
(servers), Denial of Service (DoS), Flooding, Distributed Denial of Service (DDoS),
Buffer Overflow, Remote System Shutdown, Web Application attacks etc [19].

Phil Bandy et. al explained in their work that anomaly detection draws more attention
of researchers compared to misuse detection because newer threats and an unknown
attacks are appearing daily due to rapidly developing Internet technologies [20].
Majority of the researchers refer anomaly based intrusion detection as a classification

problem in which ideas from machine learning is combined.

Maryam Hajizadeh and Marzieh Ahmadzadeh proposed a data mining based
framework for detecting intrusions [21]. Within the framework the whole security
systems related to an IDS can be implemented. They also showed that IDS
architecture could be constructed by utilizing different data mining approaches.

2.2 Developments in k-Means/Medoids and Outlier Techniques

According to Adinehnia, Reza et. al [22], many recent approaches to intrusion
detection have applied data-mining algorithms to large data sets of audit data
collected by a system. These models have been proven effective, but the data required
for training is very expensive. Data mining based IDSs collect data from sensors that
monitor network activities, system calls used by user processes, or file system
accesses [23]. Data gathered by sensors are evaluated by a detector using a detection
model [24].

As Vineet Richhariya and Nupur Sharma explained in their works, data mining is the
latest technology introduced in network security environment to find regularities and
irregularities in large datasets [25] [26]. The best possible accuracy and detection rate
can be achieved by using Hybrid learning approaches [27]. Different classifiers can be

11



used to form a hybrid learning approach such as combination of clustering and
classification techniques [28].

By summarizing viewpoints of Murad Abdo Rassam et.al, it can be written that
clustering is an anomaly-based detection method that is able to detect novel attack
without any prior notice and is capable to find natural grouping of data based on
similarities among the patterns [29]. Mining tools like k-Means and DBScan could
also be used to efficiently identify a group of traffic behaviors that are similar to each
other using cluster analysis [30]. Due to its simple structure, Na'we Bayes classifier is
more efficient and can produce very competitive results in detecting anomaly-based

network intrusion [31].

Quoting R. Luigi et.al, it is stated here that, in anomaly based IDS, clustering
algorithms [32] are frequently used to detect “abnormal” behaviours. The number of
clusters into which the input data may be classified is arbitrary, but as the essential
goal of these systems is to distinguish between “normal” and ”abnormal” behaviour, it
is very common to partition the incoming resource access requests into two classes

that correspond to these two types of behaviour [33].

T. Velmurugan and T. Santhanam [34] have analyzed the efficiency of k-Means and
k-Medoids clustering algorithms by using large datasets in the cases of normal and
uniform distribution; and found that the average time taken by k-Means algorithm is
greater than that of k-Medoids algorithms for both the cases.

Data Mining (DM) is the technique to extract knowledge from huge data to view the
hidden knowledge. It also facilitates the use of the extracted knowledge to the real
time applications [35] [36] [37]. DM consists of algorithms for data analysis. Some of
the major mining techniques used for analysis are Clustering, Association,

Classification and etc [38].

Shalini et.al described algorithms that belong to partitioning methods and carried out
comparisions [39]. According to their literature, partitioning methods creates k
partitions, called clusters, from given set of n data objects. Each partition is
represented by either a centroid or a medoid. A centroid is an average of all data
objects in a partition, while the medoid is the most representative point of a cluster
[40]. A distance measure is one of the feature space used to identify similarity or

dissimilarity of patterns between data objects. The Euclidean distance has an intuitive
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appeal as it is commonly used to evaluate the proximity of objects in two or three
dimensional space [ 41].

In partitioning category of clustering, many techniques have been developed. Some of
the popular techniques are k-means, k-medoids, Partitioning Around Medoids (PAM),
Clustering LARge Applications (CLARA) and Clustering Large Applications based
upon RANdomized Search (CLARANS) etc. There are hierarchical, grid-based and
model-based methods too [42]. Clustering is an effective technique to search hidden
patterns that exists in datasets [43].

k-means algorithm [44] is attractive, because it is simple and fast and it also
minimizes the clustering error. It can also be modified to improve its efficiency [45].
However, it employs a local search procedure and, therefore, has main two limitations
- one is that the number of the clusters is unknown, and the second is initial seed

problem.

In the clustering analysis, each data object shares high similarity with other objects
within the same cluster but at the same time, they are quite dissimilar to objects in
other clusters [46]. Besides this easy, simple approach, there is also fuzzy k-Means

clustering that is used for behavior pattern discovery [47].

Similary, k-medoids clustering also selects k clustering centres from data objects and
sets an initial partition nearest to clustering centre for other data before iterating and

moving clustering centres continuously until an optimum partition is reached [48].

K-medoids clustering algorithm can equally be used in web modelling. According to
the reference [49], web model of ontology data set object is set based on algorithm
analysis and selection improvement of centre point k. It shows that the improved
algorithm can enhance the accuracy of clustering results under semantic web.

Petitjean, Frangis, et al. revealed that there is also an algorithm for k-medoids
clustering which works like k-means algorithm. The algorithm calculates the distance
matrix once and uses it for finding new medoids at every step. The algorithm uses real
and artificial data. The algorithm takes less computation time compared to PAM
methods [50].

Like k-means, k-medoids can also be used in web mining, where the algorithm is

applied as a reduction mechanism to partition user session data into a Set of clusters.
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Similar scenarios of user interactions with a web application are represented by a
cluster. The algorithm then selects samples of each cluster and constructs test data test.
Dissimilarity data type of user sessions and their definitions are described. Number of
attributes are counted in two client requests. Each client contains one basic request,
none or many name-value pairs. The suite is generated by randomly selecting
representative user sessions from each partitioned cluster without reconstructing or

rearranging the user sessions data [51].

The algorithms - k-means and k-medoids - are examined and analyzed based on their
performances [52]. According to the study, it is shown that the average time taken by
k-means algorithm is greater than the time taken by k-Medoids algorithm in cases of
very large data sets [53].

Sanjay Chawla and Aristides Gionis presented a unified approach for carrying out
clustering and discovering outliers in data simultaneouly [54]. The approach was
formalized as a generalization of the k-means problem. They further extended the
approach to all distance measures that can be expressed in the form of a Bregman

divergence.

Rajendra Pamula, Jatindra Kumar Deka, Sukumar Nandi [55] proposed a clustering
based method to capture outliers. They applied K-means clustering algorithm to
divide the data set into clusters. The points which are lying near the centroid of the
cluster are not probable candidate for outlier and such points could be pruned out
from each cluster. A distance based outlier score is calculated for remaining points.
The computations also needed to calculate the outlier score which reduces
considerably due to the pruning of some points. Based on the outlier score, the top n
points with the highest score are declared as outliers.

2.3 Works related to NB and SVM Classification

Xiang et. al. designed and proposed a model which contains three-level of decision
tree classification to increase detection rate [56]. This model is more efficient in
detecting known attacks but a serious shortcoming of this approach is the low
detection rate for unknown attacks and generation of high false alarm rates.
Peddabachigiri et. al. [57] proposed a model of intrusion detection system using a

hierarchical hybrid intelligent system combining decision tree and support vector
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machine (DT-SVM) that produces high detection rate while reduces different attacks
from normal behaviour [58].

A classification task usually involves training and test sets which consist of data
instances. Each instance in the training set contains one class label or a target value
and several attributes or features. A classifier produces a model that is able to predict
target values of data objects in the testing set, for which only the attributes are known.
A typical classification problem is a two-class problem in which the classifier
Separates two classes by a function derived from available data samples. The best
classifier is the one that generalizes well even on unseen examples [59]. Only one
function maximizes the margin (i.e. distance between itself and the nearest example of
each class) and this margin is called the optimal separating hyperplane. The calssifier
with this function generalizes better than the other options [60].

Most classification tasks are not easy, usually need complex structures to make an
optimal separation that classify new objects correctly on the basis of the samples
available through training data. SVMs are known as hyperplane classifiers which

draw separating lines for distinguishing objects of different class memberships [61].

According to the characteristics of network intrusion data such as small sample,
nonlinear and high dimension, SVM shows superior performance [62]. It is an
effective, robust, efficient and accuracy in network action classification. SVM
combined with kernel method has characteristics such as high generalization
capability, global optimal solution and insensitive to the dimension of data [63] [64].

Z. Muda et. al. proposed hybrid approach of anomaly detection based on k-Means
clustering and Naive Bayes classification. They used KDD Cup '99 dataset as
evaluation data and found out that the hybrid learning approach achieved very low
false alarm rate below 0.5%, while keeping the accuracy and the detection rate higher
than 99% [65]. The approach was capable to correctly classify Nomal data type, and
also attack data types like Prove and DoS except U2R and R2L.

Fabrice Colas and Pavel Brazdil, however, observed different findings [66]. They
stated that Na'We Bayes is advantageous for a small number of samples, but as number
of samples increases, the difference diminishes [ 67 ]. SVM is, however,
disadvantageous in terms of processing times. The processing time tends to grow
quadratically with the number of samples in the training set.
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Huang, Lu and Ling [68] carried out a comparative study of Naive Bayes, Decision
Tree and SVM in terms of classification accuracy and AUC. They found out that both
Naive Bayes and SVM have a very similar predictive accuracy as well as they

produce similar AUC scores.

Roshan Chitrakar and Huang Chuanhe proposed a hybrid approach to anomaly based
intrusion detection by using k-Medoids clustering with Na'we Bayes classification and
produced better performance compared to k-Means with Nawe Bayes classification
[69]. The approach, using Kyoto 2006+ datasets, showed a maximum 4% of
improvement in both Accuracy and Detection Rate while reducing 1% of False Alarm
Rate.

Interchanging of support vectors and non-support vectors (or data samples) can be
related to the KKT (Karush-Kuhn-Tucker theory) conditions. The necessary and
sufficient condition violating the KKT is given by Wang, Zheng, Wu, and Zhang [70].
They presented and proved that if there were any new samples contrary to the KKT
conditions, then the non-support vectors of the original SVM would have the chance

to become support vectors.

An efficient method to sequentially eliminate the redundant support vectors at low
computational cost of kernel-based SVM classification was proposed by Kobayashi
and Otsu [71]. In their method, by calculating the inverse of kernel gram matrix of
support vectors, up to a half of the support vectors were eliminated by preserving the
same performance as that using the original set of support vectors.

Habib et.al. [72] proposed various Support Vector set reduction algorithms in order to
accelerate the classification process for a generic SVM-based change detection
algorithm. The adopted strategy was to obtain a reduced set of the initial SVs. The
algorithms, using mechanical analogy and optimization problem, showed good
performances in terms of both computational cost and classification accuracy.

Support Vector Machine (SVM) is originated from statistical learning theory and,
hence, similar to probabilistic approaches. It is used as a supervised learning method
for classification and regression [73]. SVM is also termed as a global classification
model becuase it usually employs all attributes and produces non-overlapping, flat
and linear partitions. SVM is based on maximum margin linear discriminants, and

therefore tries to maximize between two partitions [74].
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Ji-yong, Shi, et al. explained that SVMs are based on the Structural Risk
Minimization (SRM) principle and are better than traditional principle of Empirical
Risk Minimization (ERM) adopted by conventional Neural Networks [75]. ERM
minimizes the error on the training data, while SRM minimizes an upper bound on the
expected risk, thus giving SRM a greater generalization capability. According
to Vapnik et.al, SVMs depends upon preprocessing the data to represent patterns in a
much higher dimension than the original feature space [76]. If an appropriate
nonlinear mapping to a sufficiently high dimension is used, data from two categories
will always be separated by a hyperplane.

In short, SVM classifiers choose the hyperplane that has the maximum margin. The
principal concept of SVM is decision planes that define decision boundaries. A
decision plane is one that separates a set of objects having different class

memberships [77].

Nowadays, in the field of intrusion detection, Support Vector Machine (SVM) is
becoming a popular classification tool based on statistical machine learning [78].
There are two issues in machine learning - training of large-scale data sets and
availability of a complete data set [79] [80]. To elaborate, computer’s memory will
not be enough and training time will be too long if training data set is very large. Next,
we can’t obtain the complete network information in the first capturing of data
packets and hence a continuous online learning is required for high learning precision
with increasing number of samples. The challenge of incremental learning is to decide
what and how much information from the previous learning should be selected for
training in the next learning phase and how to deal with the new data sets being added
in the phase. So, the key of incremental learning is to cope with increasing data

samples while retaining the information of original data samples in the meantime.

Classification and Regression SVMs

To construct an optimal hyperplane, SVM employs an iterative training algorithm,
which is used to minimize an error function. According to the form of the error

function, SVM models can be classified into four distinct groups:
1. Classification SVM Type 1 (also known as C-SVM classification)

2. Classification SVM Type 2 (also known as nu-SVM classification)
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3. Regression SVM Type 1 (also known as epsilon-SVM regression)
4. Regression SVM Type 2 (also known as nu-SVM regression)

Classification SVM Type 1

For this type of SVM, training involves the minimization of the error function

1 al
—w' w+C‘Z &
2 i=1 (2-1)

subject to the constraints

(0w g, )+5)21- 2, and £, 20,i =1, N (2-2)

where C is the capacity constant, w is the vector of coefficients, b is a constant,
and i represents parameters for handling nonseparable data (inputs). The index i
labels the N training cases. Note that ¥ €*1 represents the class labels and x;
represents the independent variables. The kernel @ is used to transform data from the
input (independent) to the feature space. It should be noted that the larger the C, the
more the error is penalized. Thus, C should be chosen with care to avoid over fitting.

Classification SVM type 2

In contrast to Classification SVM Type 1, the Classification SVM Type 2 model

minimizes the error function
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subject to the constraints
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In a regression SVM, you have to estimate the functional dependence of the
dependent variable y on a set of independent variables x. It assumes, like other
regression problems, that the relationship between the independent and dependent

variables is given by a deterministic function f plus the addition of some additive

noise:
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Regression SVM

y = f(x) + noise (2-5)

The task is then to find a functional form for f that can correctly predict new cases
that the SVM has not been presented with before. This can be achieved by training the
SVM model on a sample set, i.e., training set, a process that involves, like
classification (see above), the sequential optimization of an error function. Depending

on the definition of this error function, two types of SVM models can be recognized:

Regression SVM type 1

For this type of SVM the error function is:
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Regression SVM type 2

For this SVM model, the error function is given by:
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There are number of kernels that can be used in Support Vector Machines models.
These include linear, polynomial, radial basis function (RBF) and sigmoid:

Kernel Functions
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where £1Xi. Xj /= (X o ¢X; )

that is, the kernel function, represents a dot product of input data points mapped into
the higher dimensional feature space by transformation #. Gamma is an adjustable

parameter of certain kernel functions.

The RBF is by far the most popular choice of kernel types used in Support Vector
Machines. This is mainly because of their localized and finite responses across the

entire range of the real x-axis.

SVMs can handle linearly non-separable points, where the classes overlap to some
eXtent so that a perfect separation is not possible, by introducing slack variablesei for
each point xi in D. If 0 < &i < 1, the point is still correctly classified. Otherwise, if i >
1, the point is misclassified. So the goal of the classification becomes that of finding
the hyperplane (w and b) with the maximum margin that also minimizes the sum of
slack variables. A methodology similar to that described above is necessary to find the
weight vector w and the bias b.

SVMs can also solve problems with non-linear decision boundaries. The main idea is
to map the original d-dimensional space into a d’-dimensional space (d’ > d), where
the points can possibly be linearly separated. Given the original dataset D = {xi,
yi} withi = 1,...,n and the transformation function @, a new dataset is obtained in the
transformation space D® = {®(xi), yi} withi = 1,..,n. After the linear decision
surface is found in the d’-dimensional space, it is mapped back to the non-linear
surface in the original d-dimensional space. To obtain w and b, ®(x) needn't be
computed in isolation. The only operation required in the transformed space is the
inner product ®(xi)Td(xj), which is defined with the kernel function (K)
between xi and xj. Kernels commonly used with SVMs include:the polynomial kernel:

K(z;,2;) = (ax;+1)7 (2-11)

where ¢ is the degree of the polynomial
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the gaussian kernel:

o2
K(z;, ;) = E_”I—}?_EL, (2-12)
where  is the spread or standard deviation.
the gaussian radial basis function (RBF):
K(z,z;) = E_T”Ei_q”?, v=0 (2-13)
the Laplace Radial Basis Function (RBF) kernel:
K (25, 2;) = e =750 5 > 0 (2-14)
the hyperbolic tangent kernel:
K(x;, ;) = tanh(z] x; + of fset) (2-15)
the sigmoid kernel:
K(z;,z;) = tanh(ax v; + of fset) (2-16)
the Bessel function of the first kind kernel:
K (@i, 2;) = (B?IT:?—JJ:}II[I‘:JF!?E:+$13£‘||J) (2-17)
the ANOVA radial basis kernel:
n d
K(z ;) = (Z e_”{z?ﬂ;‘:]?)
k=1 (2-18)
the linear splines kernel in one dimension:
K(zi, x;) = 1 + xzymin(xy, o) — E’:ngj ?'.-u'n(:{:t-,:t:j)2 + M (2-19)

According to [6], the Gaussian and Laplace RBF and Bessel kernels are general-
purpose kernels used when there is no prior knowledge about the data. The linear
kernel is useful when dealing with large sparse data vectors as is usually the case in
text categorization. The polynomial kernel is popular in image processing, and the
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sigmoid kernel is mainly used as a proxy for neural networks. The splines and
ANOVA RBF kernels typically perform well in regression problems.

2.4 Recent work in Incremental SVM Classification

Mangai, Utthara Gosa, et al. [81] stated that the general approach to making good
strong classifiers is training a static classifier that cannot incorporate new data without
being fully retrained. This approach of training strong static classifiers for all data is
time consuming and expensive. In such situations not all the data that was previously
trained is available because it has been lost or become corrupt. This makes it
necessary to have a classifier that can incrementally evolve to take on novel data and

classes as they become available and to not forget previously trained data.

For a good incremental learning algorithm the classifier needs to be stable but with
good plasticity [82]. A completely stable classifier would be able to preserve
knowledge but will not be able to learn novel information, while a completely plastic
classifier can learn the novel information presented to it, but cannot retain the
previous knowledge. Support Vector Machines (SVMSs) have shown to be stable
classifiers with better pattern recognition performance than the traditional machine
learning methods [83], yet stable SVM classifiers suffer from the lack of plasticity
and are inclined to the catastrophic forgetting phenomenon [84] [85]. Therefore to
fully benefit from the SVM classifier performance, an incremental learning method
needs to be applied to the standard SVM which will retain its stability but make it
plastic.

An incremental learning algorithm of SVM based on clustering [86] was proposed by
Hongle et al. taking into account the fact that the boundary support vectors may
change into support vectors after adding new samples. The method initially clusters
the training data set using unsupervised clustering algorithm [87] and reconstruct the
new training set with the centres of cluster particles and retrain it; then, the samples
contrary to the KKT conditions are added into the support vector set again using
unsupervised clustering algorithm; and finally, a new training data set is obtained and

retrained.

A simple Incremental Support Vector Machine (ISVM) algorithm acquires the

support vectors by training initial sample set. Both the new data sets and the previous
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support vectors are merged to form a new sample set, and train them to produce new
support vectors. The process is repeated till the final data set [88]. The chances of new
data samples becoming support vectors can be related to KKT conditions. Samples
that violate the KKT conditions may change the previous support vector set, so, they
are added to previous data set. And, samples that meet KKT conditions will be

discarded because they won't change the previous support vector set [89].

Most of the current intrusion detection methods use non-incremental learning
algorithms. With accumulation of new samples, their training time will continuously
increase, and at the same time, they have difficulties in adjusting themselves in
dynamically changing network environment. On the contrary, incremental learning
has the abilities of rapidly learning from new samples and modifying their original
model [90]. It is clear that incremental learning can better meet the requirements of
real-time intrusion detection, and improve computational accuracy of real-time

applications [91].

The Incremental Batch Learning with SVM suggested by Liu et.al. [92] was based on
basic ISVM and discarded all samples that were not support vectors; only kept the
support vectors for the next classification. In fact, the discarded samples also carry
some amount of information about the classification. And, with the addition of new
datasets in the next increment of learning, non-support vectors may become support
vectors or vice-versa. In such case, the classification accuracy will be seriously
affected and the following learning phases will be unstable.

The Samples lying near the hyperplane have greater possibilities of becoming support
vectors after adding new training set. This was explained in the redundant incremental
learning algorithm that was proposed by the reference [93]. The algorithm retains the
redundant samples lying near the hyperplane and adds in the next training to check

whether they can become the support vectors.

Again, for incremental learning and large-scale learning problems, a fast incremental
learning algorithm for SVM named the active set iteration method [94] was presented.
A new L2 soft margin SVM was proposed, in which the selection of the initial

active/inactive sets was also discussed.

Yuan Yao et.al. [95] proposed an incremental learning approach with SVM model to

classify network data stream. The model was optimized in Support Vector Machine
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(SVM) kernel functions selection and the parameters, and it was found that the model,
compared to other models, improved the accuracy of classification by reducing the

time cost in the mean time.

A new incremental learning method was also proposed by Na Sun and Yanfeng Guo
[96], in which they focused on the structure design using multi-model and an
incremental learning. The model employed SVM multi-classifier for incremental
learning in structure designing. Since it improved the performance of classification
and reduced the time-consumption for learning, the SVM multi-classifier could

equally be used in a real-time classification of data stream.

An improved incremental SVM algorithm called RS-ISVM was proposed by Yang et
al. to deal with network intrusion detection [97]. Firstly, they modified Radial Basis
Function (RBF) kernel to U-RBF that reduces the noise generated by feature
differences. Secondly, they developed a reserved set strategy and a concentric circle
method to retain non-support vectors that are likely to become the support vectors in
the next training.

Lin, Xiaojun and Chan, Patrick P.K. [98] investigated the vulnerabilities of
incremental learning algorithm of SVM under the adversarial attack. In their research
paper, they pointed out the problem that the performance of the conventional
incremental learning algorithm of SVMs may be affected significantly in the

adversarial environment as it does not consider the adversarial attack.

Nekkaa, Messaouda and Boughaci, Dalila [99] proposed a memetic algorithm
combined with a support vector machine (SVM) for feature selection and
classification in Data mining. The memetic algorithm (MA) is an evolutionary
metaheuristic that can be viewed as a hybrid genetic algorithm combined with some
kinds of local search. The proposed approach tries to find a subset of features that
maximizes the classification accuracy rate of SVM. They also developed a hybrid
algorithm of MA and SVM with optimized parameters.

Yin, Yingjie et.al. proposed [100] a robust state-based structured support vector
machine (SVM) tracking algorithm combined with incremental principal component
analysis (PCA). Different from the current structured SVM for tracking, this method
directly learns and predicts the object's states and not the 2-D translation

transformation during tracking.
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Wang, Xuhui and Shu, Ping [101] presented an incremental model to indentify
aircraft land status of civil aircraft in order to support fault diagnosis and structure
maintenance. They further developed a recognition model by introducing support
vector method. Moreover, an incremental algorithm was also proposed to solve the

problem of on line sample array.

Gu, Bin et.al. [102] presented a modified SV Learning for Ordinal Regression (SVOR)
formulation based on a sum-of-margins strategy. The formulation has multiple
constraints, and each constraint includes a mixture of an equality and an inequality.
They also extended the accurate on-line v-SVC algorithm to the modified formulation.

An online fault diagnosis method based on Incremental Support Vector Data
Description (ISVDD) and Extreme Learning Machine with incremental output
structure (IOELM) is proposed by Yin Gang et.al [103]. The ISVDD is used to find a
new failure mode quickly in the continuous condition monitoring of the equipments.
The fixed structure of Extreme Learning Machine is changed into an elastic structure
whose output nodes could be added incrementally to recognize the new fault mode
efficiently.

Xie, Weiyi et.al. [104] proposed an incremental learning approach that greatly reduces
the time consumption and memory usage for training SVMs. The proposed method is
fully dynamic, which stores only a small fraction of previous training examples
whereas the rest can be discarded. It can further handle unseen labels in new training
batches.

Ji, Rui et.al. [105] proposed an architecture for Takagi-Sugeno (TS) fuzzy system and
developed an incremental smooth support vector regression (ISSVR) algorithm to
build the TS fuzzy system. ISSVR is based on the E-insensitive Smooth support vector
regression (E-SSVR), a smoothing strategy for solving E-SVR, and incremental
reduced support vector machine (RSVM). The ISSVR incrementally selects

representative samples from the given dataset as support vectors.

Gan Liangzhi Zhang, and Shicheng Liu, Haikuan [106] focused their research on
ensemble learning to improve Least Squares Support Vector Machines (LS- SVMs).
LS-SVMs are well known as a typical kernel method with good performance, but are

subject to the curse of dimensionality. In order to get accurate and stable learning
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machine with better generalization ability, they proposed the Ensemble Incremental
LS-SVMs (EILS-SVMs).

Cheng Wei-Yuan and Juang Chia-Feng [107] proposed a new incremental learning
approach to endow a Takagi-Sugeno-type fuzzy classification model with high
generalization ability. The proposed fuzzy model is learned through incremental
support vector machine (SVM) and margin-selected gradient descent learning and is
called FM™{\rm 3}. An online incremental linear SVM is proposed to tune the rule
consequent parameters to endow the FM"{\rm 3} with high generalization ability.
The use of incremental instead of batch SVM enables the FMA{\rm 3} to handle

online training problems with only one new sample available at a time.

Pan Yu-Xiong et.al. [108] proposed a time series prediction method based on the
dynamic Bayesian least squares support vector machine (LS-SVM) in order to
accurately predict operating parameters of the turbofan engine. By the Bayesian
evidence framework theory, initial model parameters of the LS-SVM are inferred.
Dynamic learning of the LS-SVM and dynamic prediction of time series are realized

by the recursively incremental and decremental sample learning method.

Wang Ning et.al. [109] proposed an improved incremental learning algorithm for a
large-scale data stream, which is based on SVM (Support Vector Machine) and is
named DS-IILS. The DS-IILS takes the load condition of the entire system and the

node performance into consideration to improve efficiency.

2.5 Supervised / Unsupervised and Incremental Learning

Quinlan, J. Ross stated in his work entitled “Programs for Machine Learning” that
machine learning approach is more flexible and clearer than programming [110].
Unlike the programming field, where explicit instructions or commands are encoded
to obtain solution of specific problems, the field of machine learning is focused in
designing algorithms that encode inductive mechanisms where solutions to multiple
classes of problems can be derived from data samples.

Di Mauro, Nicola, et al. wrote in their work that a very basic and traditional
formulation of machine learning problem has been a classification problem. For

instance, one is given some domain of individuals for which a general classification is
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required. The classification is given by a function from this domain to some small
finite set corresponding to the classes [111]. A training set that provides the class of
some typical individuals play the role of examples. Moreover, some background
knowledge relevant to the inductive task at hand may also be available. The general
classification of the individuals will be induced from this.

Machine learning algorithms are described as either 'supervised' or ‘unsupervised'
[112]. According to Larose, Daniel T. and Chantal D. Larose [113], no target variable
is identified as such in unsupervised methods. Unsupervised learning is similar to
exploratory spirit of Data Mining [114]. where both explanatory and dependent
variables are treated equally. In unsupervised learning methods, the data mining
algorithm searches for patterns and structure among all the variables. In supervised
learning, the data variables under learning process are divided into two groups — (1)
explanatory variables and (2) dependent variables [115]. The values of the dependent
variable are always known for a large part of the data set. The learning process tries to

establish a relationship between these two variables.

Tsai et.al [116] and Choi et.al [117] suggested in their separate research works that
most data mining methods are supervised methods meaning that (1) there is a
particular pre-specified target variable, and (2) the algorithm is given many examples
where the value of the target variable is provided, so that the algorithm may learn
which values of the target variable are associated with which values of the predictor
variables. According to P. Kavitha and M. Usha [118] and Vijayasarathy et.al [119]
suggested that many of the methods e.g. decision tree induction, Naive Bayes, etc. are

examples of supervised learning techniques.

Wang Ding [120] explains the methodology, which most of the supervised data

mining methods apply, for building and evaluating a model.

1. First, the algorithm is provided with a training Set of data, which includes the
pre-classified values of the target variable in addition to the predictor
variables. Records in the training set need to be pre-classified [121]. A
provisional data mining model is then constructed using the training samples
provided in the training data set. The algorithm needs to guard against

“memorizing” the training set and blindly applying all patterns found in the
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training set to the future data. Such a pattern is a spurious artifact of the

training set and needs to be verified before deployment.

2. The next step in supervised data mining methodology is to examine how the
provisional data mining model performs on a test set of data. In the test set, a
holdout data set, the values of the target variable are hidden temporarily from
the provisional model, which then performs classification according to the
patterns and structure it learned from the training set. The efficacy of the
classifications is then evaluated by comparing them against the true values of
the target variable. The provisional data mining model is then adjusted to
minimize the error rate on the test set [122].

3. Finally, the adjusted data mining model is then applied to a validation data set,
another holdout data set, where the values of the target variable are again
hidden temporarily from the model. The adjusted model is itself then adjusted,
to minimize the error rate on the validation set. Estimates of model
performance for future, unseen data can then be computed by observing

various evaluative measures applied to the validation set [123].

Iclal Cetin Tas [124] said that, in unsupervised learning, the results vary widely and
may be completely off if the first steps are wrong.

Atish Roy et. al. [125] mentioned that unsupervised learners are not provided with
classifications. In fact, the basic task of unsupervised learning is to develop
classification labels automatically. Unsupervised algorithms seek out similarity
between pieces of data in order to determine whether they can be characterized as
forming a group. These groups are termed clusters, and there are a whole family of
clustering machine learning techniques. Generally, in cluster analysis, the machine is
not told how the texts are grouped. Its task is to arrive at some grouping of the data
[126]. In a very common of cluster analysis (k-means), the machine is told in advance
how many clusters it should form a potentially difficult and arbitrary decision to make.

Wilhelm, Adalbert [127] described in a handbook of computational statistics entitled
"Data and Knowledge Mining" that the hugh data present in Data Mining tasks allows
splitting the data file in three groups - training cases, validation cases and test cases.
But James E. Gentle et.al. [128] argued that it is not always possible to split the data

into required subsets because data becomes a scarce resource due to partially available
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values and other data properties. Therefore, learning must be continued over time
rather than making it a one-shot experience. The idea of incrementality is, therefore,

unavoidable in many situations.

Joseph, Anthony D. et al [129] stated that incremental learning research has been
forgotten for a long period during the development process of machine learning. With
the passing of times, Cardoso et al. [130] explained the distinction between
incremental learning tasks and incremental learning algorithms. It was also clarified
that the way to tackle incremental learning tasks is to apply incremental learning
algorithms. Design issues for incremental algorithms were discussed and necessary

incremental learning systems were described too.

Heinen et.al. [131] pointed out that the term “incremental” lead to some confusion
because it was used in both learning tasks and learning algorithms. They also
suggested that it could be cleared out by providing formal definitions and examples of

incrementality for tasks and for algorithms.

Huang, Guang-Bin et. al. [132] wrote in their survey report entitled "Extreme learning
machines: a survey" that incremental learning had been applied in different ways. The
simplest of the incremental learning approaches is one of storing all the data which
allows for retraining with all the data. At the other extreme is the training of the data,
instance by instance, in an online learning fashion. Methods using the online learning
approach for incremental learning have been implemented but have not considered all
the issues of learning, particularly the learning of new classes.

According to Elwell et.al. [133] and Chen et.al. [134] suggested the necessary criteria
for a classifier to be incremental. It should : -

1. be able to learn additional information from new data.
2. not require access to the original data used to train the existing classifier.

3. preserve previously acquired knowledge (that is, it should not suffer from
catastrophic forgetting).

4. be able to accommodate new classes that may be introduced with new data.

One of the most recent incremental learning approaches are Learn++, which is based
on AdaBoost [135] [136] introduced by Polikar et al., later on modified as

Learn++.MT [137]. To overcome problems present in these algorithms, a new
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incremental learning approach called Incremental Learning Using Genetic Algorithm
(ILUGA) [138] is developed. ILUGA uses binary SVM classifiers that are trained to
be strong classifiers using genetic algorithm [139].

2.6 Shortcomings of the Current Researches

Although many attempts have been made in the recent past regarding intrusion
detection, a few shortcomings are felt prior to carry out this research work and,
therefore, modifications to them are suggested in this work.

Most of the researches were successful in detecting anomalies in fairly large data
traffic, but did not perform consistently well in case of large data. Some yielded
greater detection rate but also increases false alarm rates; some took very long time to
detect thus failing to work in real time. Some works were found to have adopted k-
means to cluster the data before classification but they still did not find to provide
predictability for all volume of very large data.

Algorithms used by many of the recent past works in order to classify attack and
normal data were simple classification algorithms like Na'we Bayes, because it was
believed that such algorithms would work in real time. Some research works used
SVM classification, which improved the quality of classification. There was still
problem with identifying less common attacks in short times. Very few works tried to
implement iterative approach in classification but they took very long time in

accomplishing the task and the detection was still slower.
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Chapter 3. k-Medoids with Na'we Bayes Classification

3.1 System Model and Problem Description

Some intrusion behaviours are similar to normal and also to other intrusion instances.
Many clustering algorithms including k-Means are unable to correctly distinguish
such intrusion instances and a few normal instances too. In order to overcome such
classification problems and to enhance the detection accuracy, an additional
classification technique e.g. Na'We Bayes classifier is needed to be combined. Na'we
Bayes classifiers are based on a very strong independence assumption with fairly
simple construction. It analyzes the relationship between independent variable and the
dependent variable to derive a conditional probability for each relationship [140].
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Figure 3-1: The System Module of k-Medoids Clustering with Na'We Bayes Classification

In this study, the learning approach based on combination of k-Medoid clustering and
NaWe Bayes classification technique is proposed to further enhance k-Means based

detection capabilities in terms of accuracy, detection rate and false positive rate. The
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performance evaluation of the proposed approach is done by using Kyoto 2006+
dataset.

The advantage of the k-Means algorithm is its favorable execution time. Its drawback
is that it is sensitive to outliers since an object with an extremely large value may
distort the distribution of data. If the number of data points is less, then the k-Means
algorithm takes lesser execution time. But when the data points are increased to
maximum, the k-Means algorithm takes maximum time. Whereas k-Medoids
algorithm attempts to minimize the squared error, which is the distance between
points in the cluster and a point that is designated as the center or centroid (also called
a medoid) of a cluster. Therefore, the k-Medoids algorithm performs reasonably better
than the k-Means algorithm [141].

3.2 General Description of the Solution

The role of Intrusion Detection System (IDS) has been inevitable in the area of
Information and Network Security — specially for building a good network defense
infrastructure. Anomaly based intrusion detection technique is one of the building
blocks of such a foundation. In this paper, the attempt has been made to apply hybrid
learning approach by combining k-Medoids based clustering technique followed by
NaWe Bayes classification technique. Because of the fact that k-Medoids clustering
techniques represent the real world scenario of data distribution, the proposed
enhanced approach will group the whole data into corresponding clusters more
accurately than k-Means such that it results in a better classification. An experiment is
carried out in order to evaluate performance, accuracy, detection rate and false
positive rate of the classification scheme. Results and analyses show that the proposed
approach has enhanced the detection rate with minimum false positive rates.

In this study, the learning approach based on combination of k-Medoid clustering and
NaWe Bayes classification technique is proposed to further enhance k-Means based
detection capabilities in terms of accuracy, detection rate and false positive rate. The
performance evaluation of the proposed approach is done by using Kyoto 2006+

dataset.
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3.3 Comparision between k-Means and k-Medoids

The k-means method uses centroid to represent the cluster and it is sensitive to
outliers [ 142]. This means, a data object with an extremely large value may disrupt
the distribution of data. k-medoids method overcomes this problem by using medoids
to represent the cluster rather than centroid. A medoid is the most centrally located
data object in a cluster. Here, k data objects are selected randomly as medoids to
represent k cluster and remaining all data objects are placed in a cluster having
medoid nearest (or most similar) to that data object. After processing all data objects,
new medoid is determined which can represent cluster in a better way and the entire
process is repeated. Again all data objects are bound to the clusters based on the new
medoids. In each iteration, medoids change their location step by step. Or in other
words, medoids move in each iteration. This process is continued until no any medoid

move. As a result, k clusters are found representing a set of n data objects.

Generally, arbitrarily distributed input data points are used to evaluate the clustering
quality and performance of two clustering algorithms, e.g., k-Means and kMedoids.
To evaluate the clustering quality, the distance between two data points are taken for
analysis. The computational time is calculated for each algorithm in order to measure
the performance of the algorithms. The experimental results show that the k-Means
algorithm yields the best results compared with k-Medoids algorithm. The average
execution time of the k-Means algorithm is very less than the k-Medoids algorithm
[143].
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3.4 The Proposed Hybrid Approach

As the first stage of the proposed approach, similar data instances are grouped based
on their behaviors by using k-Medoids clustering technique. The resulting clusters are

then classified into attack classes using Na'we Bayes classifiers.

k-Means Clustering

K-means [ 144] is one of the simplest unsupervised learning algorithms that solve the
well known clustering problem. This method adopts a truly simple and very easy way
to classify a given data set, given a certain number of clusters, k for instance, a priori.
The main idea is to define k centroids, one for each cluster. The centroids should be
placed in such a way that they lie as much far away from each other as possible. Next
it takes each point that belong to a given data set and assign it to the nearest centroid.
The first step is completed as soon as there is no point pending. Here, k new centroids
are needed to re-calculated as barycenters of the clusters resulting from the previous
step. After having k new centroids, a new binding is done between the same data set
points and the nearest new centroid. The process is done iteratively, as a result the k
centroids change their locations step by step until no more changes are possible.
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To summarize, this algorithm aims at minimizing an objective function, i.e. a squared
error function in this case [145]. The objective function is given by: -

LA a 2
=22 [ =

e (3-20)

W _ . 0
X; [ . . . ;
Where, ” } J" is a chosen distance measure between a data point *  and the

cluster centre “7, i is an indicator of the distance of the n data points from their

respective cluster centres.

The algorithm is composed of the following steps [ 146] : -

Algorithm 3- 1: k-means Algorithm

Input : k, the number of clusters to be partitioned;
n, the number of objects with m attributes.

Output: A set of k clusters based on given similarity function.

Steps:
1. Arbitrarily choose k objects as the initial cluster centers;
2: Repeat,
3: Assign each object to the cluster to which the object is the most similar
based on the given similarity function;
4: Update the centroid by calculating the mean value of the objects for each

cluster;
5: Until no change.

Complexity of the Algorithm:

In each loop there is distance calculation using Euclidean distance function, for which
6 operations (2 subtractions, one addition, two multiplications and one square root
operation) are needed. The other operations include comparision between distances,
calculation of centroids. So, each iteration requires 6*[k*n*m] + [(k-1)*n*m]
operations + [k*((n-1) + 1)*m] operations. If the algorithm converges in i iterations,
the whole algorithm will require 6*[i*k*n*m] + [i*(k-1)*n*m] + [i*k*((n-1) + 1)*m]

operations. Hence, the time complexity can be termed as O(i*k*n*m). In case of very
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large data sets, where k and m are almost fixed/constant; and also I<<n, the

complexity is approximately given by O(n).

The k-means algorithm does not necessarily find the most optimal configuration,
corresponding to the global objective function minimum. The algorithm is also
significantly sensitive to the initial randomly selected cluster centres. The k-means
algorithm can be run multiple times to reduce this effect.

k-Medoids Clustering

k-Medoids is a clustering-by-partitioning algorithm that is related to the k-Means
algorithm. Instead of taking the mean value of the objects in a cluster, the most
centrally located object (data point) in a cluster is considered as the reference point,
which is called a medoid or a centroid. So, the partitioning can be performed based on
their distance metric (i.e. minimizing the sum of the dissimilarities between each

object and its corresponding reference point.)

Prior to begin the algorithm, the k-Medoids algorithm takes an input integer k, which
determines how many clusters the entire dataset of n objects has to be partitioned into
[147]. The algorithm actually starts by arbitrarily finding a representative object (the
medoid) for each cluster. Each remaining object is clustered with the medoid to which

it is the most similar.

The cost for the current clustering configuration is calculated using the following

equation: -

Cost(M, X) = Zn:mkin (d(m;, xi))
EE (3-21)

Where M is the set of medoids, X is the data set, n is the number of events, k is the
number of clusters, m;is the j™ medoid, x; is the i event, and d is a distance function.
The distance function can be any distance metric, Euclidean distance for instance. The
equation basically calculates the total cost across the entire data set. The function min
is meant to find the medoid that a given event is closest to. This is done by calculating
the distance from every medoid to a given event and then adding the smallest distance

to the total cost.
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Algorithm 3- 2: k-Medoids Algorithm

Input: k: The number of clusters;
D: Data set containing n objects

Output: A set of k clusters. (Each cluster will have minimum dissimilarities of all the
objects to their nearest medoids.)

Let:
O; : Set of medoid objects

O; : Set of data objets

/I Step 1: choose k objects in D as initial medoids O; //

Forj«—1tok
2: Set Oj to random(0y);
3 EndFor
4 Repeat
Il Step 2: Assign each object to the nearest cluster and compute the total distance
Il
5: Fori<—1ton
6: Forj« 1tok-1
7. If |O-0j| < |O~Oj+1] then
8: min_distance = |0;-0j|;
9: O;_cluster = j;
10: Else
11: min_distance = |Oi-Oj+4];
12: O;_cluster = j+1;
13: EndIf
14: EndFor
15: Add min_distance into total_distance;
16: EndFor
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Il Step 3: Swap objects and medoids temporarily and compute total cost of

swapping//
17: Forj«— 1tok
18: Fori«—1ton
19: C = Cost(0;j, Oy); Il Using Eqn. 1//
20: EndFor

Il Step 4: If cost iS negative, sSwap objects and medoids permanently //
21: If C <0 then

22: swap(0;, Oy);
23: EndIf
24: EndFor

25: Until no_change

Complexity of the Algorithm:

The algorithm has three loops — the outermost, the middle and the innermost loops.
The outermost loop iterates through each medoid object; there are k medoids. The
middle loop iterates through each non-medoid object; and there are (n-k) non-medoid
objects. The innermost loop iterates through each non-medoid object to compute the
swapping cost of medoids and non-medoids. The complexity of each iteration of the
algorithm can be expressed as O(k*(n-k)*k*(n-k)) i.e. O((k(n-k))?).

The problem of k-medoids method is that it does not generate the same result with
each run, because the resulting clusters depend on the initial random assignments. It is
more robust in presence of noise and outliers; however it’s processing is more costly
than the k-means method. Lastly, the optimal number of clusters k is hard to be
predicted, so it is difficult for a user without any prior knowledge to specify the value
of k [ 148].

Na Ve Bayes Classifier

A Na'We Bayes classifier is a simple probabilistic classifier based on applying Bayes'
theorem with strong (nawe) independence assumptions. A NaWe Bayes classifier
assumes that the presence (or absence) of a particular feature of a class is unrelated to
the presence (or absence) of any other feature. It analyzes the relationship between
independent variable and the dependent variable to derive a conditional probability
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for each relationship [149]. Depending on the precise nature of the probability model,
Na'We Bayes classifiers can be trained very efficiently in a supervised learning setting.

Bayes Theorem can be expressed as:

P(H\X)= POX\H) P(H)/P(X) (3-22)

Let X be the data record, H be some hypothesis representing data record X, which
belongs to a specific class C. For classification, we would like to determine P(H|X),
which is the probability that the hypothesis H holds, given an observed data record X.
P(H|X) is the posterior probability of H conditioned on X. In contrast, P(H) is the
prior probability. The posterior probability P(H|X), is based on more information such
as background knowledge than the prior probability P(H), which is independent of X.
Similarly, P(X|H) is posterior probability of X conditioned on H.

Bayes theorem is useful because it provides ways to calculate the posterior probability
P(H|X) from P(H), P(X), and P(X|H).

Algorithm 3- 3: NB Classification Algerithm

Input: D: Data set having n data objects
C: Set of classes e.g. {Normal; Attack}
X: Data record to be classified
H: Hypothesis (that X is classified into C)

Output: The predicted class Cng Where X should be classified into.

Il Learning //

1. Forj <« 1to no. of classes

Il Step 1: Calculate prior probabilities of C /]
2: Cj_count < no. of D; where D;.class_label = j;
3: P(Cj) < Cj_count/n;

I Step 2: Calculate prior probabilities of X //

4: For each attribute value X, in X

5: X_count «— no. of X, in C;;

6: P(Xi|Cj) «— X_count/ Cj_count;
7: EndFor
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I Step 3: Calculate posterior probability of X //

8: P(X) <« average (P(Xi|C)));
9: Endfor
/I Classifying //

I Step 4: Determine required Na'we Bayes probability //
10: For j «— 1 to no_of_classes
11: P(Cj|X) «— P(Cj/H) * P(Cj) / P(X)
12: Endfor
I Step 5: Get the class with maximum probability //
13: Cng = max(P(Cj|X))

Complexity of the Algorithm:

There are altogether two levels of loops in this algorithm. The outer loop iterates
through each class. There are j classes and it is constant (i.e. 2) in this case. The inner
loop iterates through number of records in each class. Its maximum value is the
number of records itself i.e. n. So, the complexity of the algorithm can be expressed
as O(j*n) or O(2n) by replacing j with 2.

3.5 Experimental Results and Analysis

The entire set of experiments performs cross-validation of the two approaches with
their corresponding program codes: -

(1) k-Means clustering followed by Na'we Bayes classification and
(2) k-Medoids clustering followed by Na'we Bayes classification.

Since the main purpose is to evaluate the proposed approach i.e. k-Medoids based
approach with k-Means based approach, both the programs are carried out using the
same datasets and in the same operating and hardware environment. Finally, the

results from the both programs were compared, evaluated and analyzed.

Following is the details of platform for experiments carried out for this piece of
research work: -
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Table 3-1: Expermental platform for k-Means/k-Medoids with NB classification

Operating System : Linux (Ubuntu)
Clustering and Classification Tool: Rapidminer 5.0
Performance Analysis Tool: Rapidminer 5.0
Algorithm coding and testing platform: Matlab

Data Analysis and Graphical Representation Tool: LibreOffice Calc
Data Source: Kyoto 2006+ Data

3.5.1 Selection of Experimental Data

Mostly two benchmark datasets are used for performance evaluation of any
experiment related to intrusion detection. They are KDD Cup 1999 dataset [150] and
Kyoto 2006+ dataset [151].

In this work, Kyoto 2006+ dataset is used as evaluation data for the experiments.
After examination of the data and preliminary experiments, the following datasets

were chosen for the use in the experiments: -
(2) 2007 Nov. 1, 2 and 3 with 238179 records;
(3) 2007 Dec. 1, 8, 15 and 22 with 360726 records;
(4) 2008 Dec. 1, 9, 15 and 22 with 381358 records;

(5) 2009 July 1, 8, 15 and 22 with 500865 records.

3.5.2 Description of Experimental Data

The required experimental data are taken from Kyoto 2006+ dataset [152]. It consists
of 14 conventional features and 10 additional features. The first 14 features were
extracted based on KDD Cup 99 data set. From this dataset, only 14 significant and
essential features have been extracted from the raw traffic data obtained by honeypot
systems [153] that are deployed in Kyoto University. Additional 10 features have also

been extracted in order to help investigate more effectively what happens on the
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networks. Moreover, they can also be used as training and testing data along with 14
conventional features. The details of features are presented in Appendix I: Features of
Kyoto 2006+ dataset.
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In order to provide the rough idea about the experimental data, a snapshot of a
particular day’s experimental data is provided below. For more data, please refer to

the Appendix II: Experimental Data Samples.

3.5.3 Data Pre-processing

A few simple and basic data pre-processing techniques like sampling and filtering are
applied for the sake of easy and smooth operation of the experiments [154]. Samples
with known and unknown attacks are merged together so as to render two types of

data only viz. Normal and Attack data.

The categorical attributes of the data are treated differently for the use in k-Means
clustering only as it cannot handle this data type. They are converted into numerical
values e.g. {REJ, SO, RSTO, SF} is encoded as {1,2,3,4}.

3.5.4 The Experimental Procedure

Among the selected Kyoto2006+ dataset, a number of different sized data samples are
extracted. The number of huge data samples is less than that of small data samples.
For example, there are 20 (twenty) different samples of the smallest size having
10000 (ten thousand) records; and only one sample of the largest size consisting of
about 500000 (five hundred thousand) records.

Using every data samples, one by one, both programs are executed. The number of
true positive, true negative, false positive and false negative values of both the

programs are recorded and used in the performance evaluation of both the programs.
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3.5.5 Performance Evaluation

The performance evaluation of the experiment is carried out in terms of accuracy (4),
detection rate (DR) and false alarm rate (FAR) by using the following equations:-

A = (TP+TN) / (TP+TN+FP+FN) (3-23)
DR = (TP) / (TP+FP) (3-24)
FAR = (FP) / (FP+TN) (3-25)

Where,
TP = True Positive (attack detected as attack)
TN = True Negative (normal detected as normal)
FP = False Positive (normal detected as attack)
FN = False Negative (attack detected as normal)

The followings are the results showing the improvement of accuracy, increase in
detection rate and decrease in false alarm rates of the proposed approach compared to

k-Means based approach.

Table 3-2: Comparision of Accuracy of k-Means and k-Medoids clustering followed by NB Classification

No. of Data Samples | k-Means +NB | k-Medoids +NB | Improvement (%)
10000 96.08 96.55 0.47
100000 85.55 86.18 0.63
238179 73.86 78.29 3.92
360726 91.64 95.57 4.21
381358 85.26 89.47 4.22
500865 87.79 92.02 4.20

Table 3-3: Comparision of DR of k-Means and k-Medoids clustering followed by Na'We Bayes Classification

No. of Data Samples | k-Means +NB | k-Medoids +NB | Increase (%)
10000 96.21 96.77 0.56
100000 96.95 97.67 0.72
238179 66.51 70.69 4.18
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360726 84.62 88.35 3.73
381358 84.98 88.73 3.75
500865 88.53 92.39 3.86

Table 3-4: Comparision of FAR of k-Means and k-Medoids clustering followed by NB Classification

No. of Data Samples | k-Means +NB | k-Medoids +NB | Decrease (%)
10000 3.76 3.11 -0.65
100000 2.29 1.61 -0.68
238179 5.29 4.34 -0.95
360726 6.52 5.46 -1.05
381358 3.08 2.05 -1.03
500865 3.29 2.24 -1.06

3.5.6 Analysis of the Results

From the experimental results and the performance evaluation, it is seen that
Accuracy and Detection Rate have been increased whereas False Alarm Rate has been
decreased in k-Medoids followed by Nawe Bayes for every size of data samples.
Hence, the proposed approach of replacing k-Means with k-Medoids clustering has

been justified.

With the varying sizes of data (i.e. from 10 thousand to 500 thousand records), k-
Medoids combined with NB shows better accuracy. It can be seen from Table 3-2
that the average improvement in accuracy in case of the smallest data sets i.e. ten
thousand (10,000) is not remarkable which means k-means method works as better as
k-medoids in this case. As seen from the later obervations, the improvements in
accuracy goes on remarkably increasing, which implies that k-medoids method works
relatively much better when data samples are really big — more than 200 thousand in
this case. To be specific, upto one hundred thousand (100,000) samples has been
found to be less than 1 percent, whereas it has been found to be about 4 percent in

case of large data sets.

Similarly, Table 3-3 illustrates that the similar condition holds true for Detection Rate
too. Here also, detection rate in case of 10000 (ten thousand) records, the
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improvement is not significant but which means k-means and k-medoids perform
equally good. But as the data samples go on increasing, as shown by the following
rows in the table, the improvement obtained due to k-medoids in case of large data
samples become more and more remarkable.

False Alarm Rate also is found to be decreased, as shown in Table 3-4, by minimum
of 0.65 percent in case of small sized datasets and by more than 1 percent in case of
large data samples. Here also, it is once again proved that k-medoid suppresses the
falese alarm rate remarkably when the data samples exceeds 200 thousand. Below this
level, k-medoids works just a little better than k-means.

Nawe Bayes classification in both the cases works simply to classify the clustered
data produced by k-means and medoids as attack or as normal. Therefore, it does not
have any influence in performance of either k-means or k-medoids technique.
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Figure 3-4: Improvement in Accuracy achieved by k-Medoids followed by Na've Bayes Classification

In this work, the size of data samples may also be considered as a contributing factor
for the overall enhancement. Figure 3-4 and Figure 3-5 show that Accuracy and
Detection Rate increase remarkably when the size of the data samples exceeds a
certain value and remain almost constant thereafter. To be more specific, it can be
said that with data samples more than two hundred records, the increase in accuracy is
maintained by k-medoids methods implying that this methods guarantees the
predictability of the intrusion detection. Similary, detection rates also is guaranted to
be increased with almost the same value as accuracy. The margin between two lines,
as shown in the chart, are almost constant after the value of data samples passes 200
thousand.
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Figure 3-5: Increase in Detection Rate achieved by k-Medoids followed by Na've Bayes Classification

Figure 3-6 shows the similar but declining curve indicating that False Alarm Rate also
decreases after that value and tends to be constant. Looking at it, we can further claim
that the detection rate is remarkable reduced by the k-medoids method as the margin
between two curves are almost constant throughout all size of data samples. This is
because of the reason that the clustering quality of k-medoids is better than that of k-
means in the sense that the former minimizes the squared error of the distances

between the attributes of a data object and the cluster medoid.

From the above analysis, it is clear that once the learning is saturated, the proposed
approach starts showing its best performance. The saturation point depends upon the

attack ratio present in the datasets and may be determined by hit-and-trial basis.
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Figure 3-6: Decrease in False Alarm Rate achieved by k-Medoids clustering followed by NB Classification
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3.6 Chapter Summary

Generally, it has been observed that the application of k-Medoids clustering technique,
instead of k-Means, followed by NaWe Bayes classification method is better in terms
of the Detection Accuracy as well as in increasing the Detection Rate by reducing the
False Alarm Rate in the mean time. It is also learnt that the betterment of the proposed

approach becomes more remarkable in case of large datasets.

NaWe Bayes Classification is a basic classification scheme and works fine with good
data distribution. But the data distribution model of network intrusion data differs
from environment to environment and hence is very hard to predict. Moreover, with
the k-Medoids based clustering techniques, time complexity increases as the size of
the data grows. Therefore, in order to address the time complexity of the proposed
approach, an attempt to replace Na'we Bayes classification with a better unsupervised
learning method that can produce high Detection Rate with a small-sized data
distribution e.g. Support Vector Machine [155] could be carried out as a future work
of this work.
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Chapter 4. k-Medoids-Outlier with SVM Classification

4.1 System Model and Problem Description

Continuing from the research work described in the previous section, the next
problem in this becomes the selection of the proper classification method. As it has
been already proved that k-medoids clustering is already the best method for making
good quality clusters for intrusion detection system, it is no doubt chosen in this stage
of work as well. But, It is still felt necessary to chose the best algorithm to detect
normal and attack data from big network traffic. Moreover, an outlier analysis is also
felt important to be implemented in order to detect small portions of anomalies like
infrequent patterns that occurs in very less interval of time.

Data
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Figure 4-1: The System Module of Comparing between Na'we Bayes and SVM Classification

Anomaly based intrusion detection, in the recent years, has become more dependent

on learning methods — specially on classifications schemes. To make the classification
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more accurate and effective, hybrid approaches of combining with data mining
techniques are commonly being introduced. In this section, a better combination is
proposed to address problems of the previously proposed hybrid approach of
combining k-Means/k-Medoids clustering technique with Na'We Bayes classification.
In this new approach, the need of large samples by the previous approach is reduced
by using Support Vector Machine while maintaining the high quality clustering of k-
Medoids intact. Further, a unified clustering-outlier algorithm is developed by
combining k-medoids clustering and outlier analysis. This algorithm performs k-
medoids clustering and outlier analysis simultaneously without adding any computing
complexity. Experiments have also been carried out by using Kyoto2006+ data sets in
order to evaluate performance, accuracy, detection rate and false positive rate of the
classification scheme. Experiments and analyses show that the new approach is better

in increasing the detection rate as well as in decreasing the false positive rate.

4.2 General Description of the Solution

In this study, the learning approach based on combination of k-medoid-clustering and
Support Vector Machine classification technique is proposed and found out to be
better than the hybrid approach of k-Means/k-Medoids combined with Na'we Bayes

classification scheme in terms of accuracy, detection rate and false positive rate.

4.3 The Proposed Approach

As the first stage of the proposed approach, similar data instances are grouped based
on their behaviors by using k-Medoids-Outlier clustering technique. The resulting

clusters are then classified into normal and attack classes using SVM classifiers.

k-Medoid-Outlier Detection

The proposed algorithm, given a name as k-Medoids-Outlier algorithm, is extended

from the k-medoids algorithm. The pseudocode is shown below.

The working the the algorithm is described here. The lines 1 to 6 represent the
initialization section that is similar to k-medoids. All the data objects are ranked in
decreasing order by their distance to their nearest cluster center in line 7. Lines 8 and
9, the top | points of this ranked list are inserted into L; which is then removed from
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the set to form the set X;. The rest of the lines are identical to k-mdoids algorithm. So,

like in k-medoids algorithmn, the process is repeated till the solution stabilizes.

Algorithm 4- 1: k-Medoids-Outlier Algorithm

Input: k: No. of clusters;
I: No. of outliers
X: Data set {X, ... ... , Xn}
d: Distance metric (X X X 2 R)
Output:
A set of k clusters having O as their cluster centers

A setof l outliers L € X

Let:
O;j : Set of medoid objects
X; : Set of data objets

L Forj«—1ltok

2 Set Oj to random(X,);

3 EndFor

4:

While (no convergence achieved) Do

5: Fori—1ton

6: Compute d(x|O;.1), for x € X;

7:  Re-order the points in X such that d(x1|O;1) > ... ... > d(xn|O;-1);
8 L €{xq, .., x};

9: Xi €X\Li ={X+1, ..., X}

10: Forj « 1 tok-1

11: If |Xi-0j| < |Xi-Oj+1] then

12: min_distance = |X-Oj|;

13: X;_cluster = j;

14: Else
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15: min_distance = [X;-Oj+1|;

16: X;_cluster = j+1;

17: EndIf

18: EndFor

19: Add min_distance into total_distance;
20: EndFor

21: Forj«—1tok

22: Fori—1ton

23: C =Cost(0;, X;); /' Using Eqn. 1 //
24: EndFor

25: If C <0 then

26: swap(0;, Xy);

27: EndIf

28: EndFor

29: EndDo

Complexity of the Algorithm:

The algorithm has three loops — the outermost, the middle and the innermost loops.
The outermost loop iterates through each medoid object; there are k medoids. The
middle loop iterates through each non-medoid object; and there are (n-k) non-medoid
objects. The innermost loop iterates through each non-medoid object to compute the
swapping cost of medoids and non-medoids. The complexity of each iteration of the
algorithm can be expressed as O(k*(n-k)*k*(n-k)) i.e. O((k(n-k))?). In this case, the
lines 7, 8 and 9, which are responsible to carry out outlier analysis, are all linear

operations and do not add any extra complexity in the algorithm.

Support Vector Machine

SVM method can be applied to solve classification problems. In case of linear
separable problems, SVM method supposes that training data {(x1, y1), ..., (Xi, ¥3), ---,
(Xn, Yn), X;€Rny y;€{+1,—1}} can be separated by a hyperplane without error. There are
m-dimensional vector w and constant b, then:

((wex,) 450, 3, =1

-

L(v.‘-::j:|+b <0 y=-1 (4-1)
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The classification problems are actually to seek suitable (w, b) to optimally separate
two types of data to seek optimal classification hyperplane. Intuitively, the
classification hyperplane farthest from two types of sample points may acquire
optimal classifying ability. The optimal classification hyperplane depends on a small
number of sample points, referred to as Support Vectors, nearest to it, and bears no
relation to other samples. When the classification hyperplane is normalized, then:

villwex, ) +5)-120. i=1L....¢; (4-2)

The classification interval is equal to 2/||w||. SVM mettlodjis to maximize the

classification interval, which is equivalent to minimize 7l . The classification
1.2

hyperplane that meets condition of the Equation 4-2 and minimizes 7 called the

optimal classification hyperplane.

Now, Let us Introduce Lagrange function:

. 1
L(n:b.a):: wi =Y o (y(w-x)+b). @20

i=l (4-3)
Set
.-il{w boa)= T oy, =10
ob -
d L '""
—L(w. b a)=w—""a,yx, =0
| dw = (4_4)

From Karush-Kuhn-Tucker theorem, it is seen that the optimal solution should meet
KKT condition:

o |:'| ({lw-x; )+ EJ:|—1_::|=D_ i=12.---.m (4-5)

Where o; is Lagrange multiplier corresponding to each sample, and the sample x;
corresponding to non-zero a; is Support Vector. Introduce system of Equation 4-5 into
Equation 4-4, and then obtain maximum objective function:

L

LNy %
Q{u.]—zla; 2__,___,1a;a__\5.3; (x;x, ).

@ =20, S ay =0
i 2V

(4-6)
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Suppose that the optimal parameter in Equation 4-6 is “ ~'% "%/ and then the

parameters of the optimal classification hyperplane are:

w = EE?(_, ViX;
i=l

b = ¥, —w X, (4-7)

FoLEy ViA A TW — W

The optimal classification hyperplane is = , So the optimal
classification function can be obtained as:
f(=) =%gnJE &y (x;x, )+b |

sV

(4-8)

SVM Training Algorithm

SVM training algorithm can be divided into two major types. One type is “chunking
algorithm”, which is based on the fact that the solution of the original problem is not
affected if the training sample whose Lagrange multiplier is equal to zero is removed
[156]. The aim of “chunking algorithm” is to gradually exclude non-support vectors

through certain iterative pattern.

The specific process is as follows: select some samples to constitute work sample set
for training, eliminate non-support vectors therein, test the remaining samples with
training result, combine the samples (or part of these samples) failing to conform to
the training result (generally refer to violating KKT condition) and the support vectors
in the training result into a new work sample set, and re-train the new set. The process
is repeated until the optimal result is achieved. When the number of support vectors is
far smaller than that of training samples, it is obvious that “chunking algorithm” can
greatly improve operational rate. However, if the number of support vectors is
comparatively larger, the work sample set will become increasingly larger with
increase in iterative times of algorithm, and the algorithm will still grow into a

complex one [157].

The other one is to divide the problem into sub-problems with fixed number of
samples: the size of work sample set is controlled within allowable limit of
algorithmic rate, and the iterative process is just to conduct equal quantity exchange

between some “state-worst samples” among the remaining samples and the samples in
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the work sample set [158]. Even though the number of support vectors outweighs the
size of the work sample set, the scale of the work sample set is not changed, and only
part of support vectors are optimized.

Procedure of SVM Algorithm

Let D be a classification dataset with n points in a d-dimensional space D = {(X;, ¥i)},
withi=1, 2, ..., n and let there be only two class labels such that y; is either +1 or -1.
A hyperplane h(x) gives a linear discriminant function in d dimensions and splits the

original space into two half-spaces:
h(z) = wlies 4+ b= unry + Wely + ... + wyy + b (4-9)

where w is a d-dimensional weight vector and bis a scalar bias. Points on the
hyperplane have h(x) = 0, i.e. the hyperplane is defined by all points for which wTx =
-b.

If the dataset is linearly separable, a separating hyperplane can be found such that for
all points with label -1, h(x) < 0and for all points labeled +1,h(x) > 0. In this
case, h(x) serves as a linear classifier or linear discriminant that predicts the class for
any point. Moreover, the weight vector w is orthogonal to the hyperplane, therefore
giving the direction that is normal to it, whereas the bias b fixes the offset of the
hyperplane in the d-dimensional space.

Given a separating hyperplane h(x) = 0, it is possible to calculate the distance between
each point xi and the hyperplane by:

: [z} (4-10)

The margin of the linear classifier is defined as the minimum distance of all n points
to the separating hyperplane.

5 = min{yih{-ﬁﬂi] }

z - |l (4-11)
All points (vectors x*i) that achieve this minimum distance are called the support
vectors for the linear classifier. In other words, a support vector is a point that lies

precisely on the margin of the classifying hyperplane.
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In a canonical representation of the hyperplane, for each support vector x*i with
label y*i we have that y:h(i::) - 1. Similarly, for any point that is not a support
vector, we have that yih(z;) > L since, by definition, it must be farther from the
hyperplane than a support vector. Therefore we have that yih(z;) = 1, Va; € D

The fundamental idea behind SVMs is to choose the hyperplane with the maximum
margin, i.e. the optimal canonical hyperplane. To do this, one needs to find the weight
vector w and the bias b that yield the maximum margirf among all possible separating
hyperplanes, that is, the hyperplane that maximizes |/wll. The problem then becomes
that of SOILving a convex minimization problem (notice that instead of maximizing the
margin Il2ll", one can obtain an equivalent formulation of minimizing ||w| |) with

linear constraints, as follows:
Objective Function: -

il

min (4-12)

Linear Constraints: -

yih(x;) > 1, Vz; € D (4-13)
This minimization problem can be solved using the Lagrange multiplier method,
which introduces a Lagrange multiplier o for each constraint:

a;(y;h(x) — 1) = 0 with a; = 0 (4-14)

i

This method states that ai = 0 for all points that are at a distance larger than llwll from

the hyperplane, and only for those points that are exactly at the margin, i.e. the
support vectors, ai > 0. The weight vector of the classifier is obtained as a linear
combination of the support vectors, while the bias is the average of the biases
obtained from each support vector.

4.4 Experimental Results and Analysis

A set of experiments consists of three phases — clustering, classification including
training and prediction, and finally cross validation of the classification scheme. So, a

simulation program is built for the following three hybrid approaches: -
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(1) k-Means clustering followed by Nawe Bayes classification,
(2) k-Medoids clustering followed by Nawe Bayes classification, and
(3) k-Medoids clustering followed by Support Vector Machine classification.

Since the main purpose is to evaluate the proposed approach i.e. SVM classification
with k-Medoids clustering, all the programs are carried out using the same datasets
and in the same operating and hardware environment. The program (1) and program
(2) confirm that NB combined with k-Medoids is better than that combined with k-
Means. Finally, the results from the both programs were compared, evaluated and

analyzed.

In order to carry out experiments related to this research work, following platforms

are used: -

Table 4-1: Experimental platform for k-Medoids-Clustering with SVM classification
Operating System : Linux (Ubuntu)
Clustering and Classification Tool: Rapidminer 5.0
Algorithm coding and testing platform: Matlab
Performance Analysis Tool: Rapidminer 5.0
Data Analysis and Graphical Representation Tool: | LibreOffice
Data Source: Kyoto 2006+ Data

4.4.1 Selection of Experimental Data

In this work, Kyoto 2006+ dataset is used as evaluation data for the experiments.
After examination of the data and preliminary experiments, the datasets of the

following dates were chosen for the use in the experiments: -

(1) 2006 Nov. 1-3 containing 238179 records;
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(2) 2008 Dec. 1, 15 and 22 with 260634 records;
(3) 2009 July 1, 8, 15 and 22 having 500865 records;

(4) 2009 Aug 25-31 consisting of 900924 records.

4.4.2 Description and Samples of Experimental Data

The detailed description of data used in the simulation and experiment works in this

piece of research work is mentioned in Appendix I: Features of Kyoto+ 2006 dataset.

In order to provide the rough idea about the experimental data, a tiny portion of a
snapshot of typical one day’s experimental data is shown below. For more data,

please refer to the Appendix Il: Experimental Data Samples.
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{See Appendix II for more...}

4.4.3 Data Pre-processing

A data pre-processing techniques like sampling and filtering are applied for easy and
smooth operation of the experiments. After an exhaustive examination on hit-and-trial

basis, data samples are extracted such that each set contains 1% of attacks including

unknown attacks too.

Attributes of the datasets are converted to appropriate types and normalized according
to the need of the SVM kernel. Samples with both known and unknown attacks are
treated as the single attack class and labeled as -1. Thus, the entire selected data can
be categorized into {-1, 1} where 1 represents normal class. This makes the
application of SVM very simple and almost any type of SVM classification may be
implemented. Moreover, the categorical attributes of the data are treated differently
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for the use in k-Means clustering only as it cannot handle this data type. They are
converted into numerical values e.g. {REJ, SO, RSTO, SF} is encoded as {1, 2, 3, 4}.

4.4.4 The Experimental Procedure

From the selected data sets listed above, small data sets of 10,000 (ten thousand) and
large data sets of 100,000 (one hundred thousand) records are extracted. A complete
set of experiments is carried out both on small and large data sets. The idea of
experimenting on such a differing sized data helps examine whether NB and SVM

classifiers produce different performance measures.

Using every data samples, one by one, both programs are executed. The number of
true positive, true negative, false positive and false negative values of both the

programs are recorded and used in the performance evaluation of both the programs.

4.4.5 Performance Evaluation

The performance evaluation of the experiment is carried out in terms of accuracy (4),
detection rate (DR) and false alarm rate (FAR) by using the Equation 3-4, Equation 3-
5 and Equation 3-6 respectively.

The followings tables show Accuracy, Detection Rate and False Alarm Rates of the
proposed SVM approach compared to NB based approaches. Only a portion of the
complete list of results is presented here but the average values have been calculated
using the complete results.

Table 4-2: Comparision of accuracy of Na'We Bayes classification with SVM (with 10,000 records)

Data Set | NB (with k-Means) | NB (with k-Medoids) | SVM (wih k-Medoids)
1 97.40 97.73 99.33
2 90.15 90.68 99.29
3 95.56 97.28 99.48
4 79.51 79.17 99.51
5 97.56 96.83 99.79
6 96.86 97.08 99.41
7 94.37 94.65 99.34
8 96.02 96.32 99.26
9 95.21 95.39 99.43
10 96.12 97.36 99.46

58




Table 4-2 and Table 4-3 show comparisions of Accuracy between NB and SVM
classification in case of small datasets and large datasets respectively. Values in Table
4-2 show that accuracies of NB approaches range from 79% to 97%. It is seen that
NB combined with k-Medoids has improved it a little but the proposed SVM
approach has greater accuracy rate and is almost constant for every set of data sample.
Again, the average accuracies of NB approaches are 93.87% and 94.25% respectively
whereas that of SVM is 99.43%.

Table 4-3: Comparision of Accuracy of Na'We Bayes Classification with SVM (with 100,000 Records)

Data Set | NB (with k-Means) | NB (with k-Medoids) | SVM (wih k-Medoids)

1 85.55 86.18 99.34
2 73.86 78.29 99.19
3 91.64 95.57 99.23
4 85.26 89.47 99.24
5 87.79 92.02 99.34

Similarly, in case of large datasets, as seen in the Table 4-3, the average accuracies of
NB approaches are 84.82% and 88.30%. But with the proposed SVM method shows

the equally constant accuracy with an average value of 99.21%.

Table 4-4: Comparision of detection rate of Na'we Bayes classification with SVM (with10,000 records)

Data Set | NB (with k-Means) | NB (with k-Medoids) | SVM (wih k-Medoids)
1 96.77 97.43 99.75
2 86.90 87.73 99.87
3 96.66 96.75 99.87
4 96.47 96.54 99.81
5 98.69 98.69 99.97
6 96.35 96.68 99.83
7 98.06 98.19 99.72
8 95.83 95.88 99.77
9 96.46 96.52 99.67
10 97.37 98.22 99.53

Comparisions of Detection Rates among NB and SVM approaches in case of small
data sets are presented in Table 4-4; and Table 4-5 presents the same in case of large
datasets. Table 4-4 shows the average Detection Rates of NB approaches for small
data sets viz. 95.96% and 96.26% respectively whereas the Detection Rate of SVM is

found to be 99.78%, which is again much better than the former approach.
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Table 4-5: Comparision of detection rate of Nawe Bayes classification with SVM (with 100,000 records)

Data Set | NB (with k-Means)

NB (with k-Medoids)

SVM (wih k-Medoids)

1 96.95 97.67 99.61
2 66.51 70.69 99.19
3 84.62 89.35 99.35
4 84.98 88.43 99.31
5 88.53 92.39 99.03

A similar result is seen in Table 4-5 too. The average Detection Rate of SVM
approach is 99.30% that is more than that of NB approaches viz. 84.32% and 87.71%.

Table 4-6: Comparision of false alarm rate of Na'we Bayes classification with SVM (with 10,000 records)

Data Sets
NB (with k-Means) | NB (with k-Medoids) | SVM (wih k-Medoids)
(10000 each)
1 2.52 1.99 0.52
2 9.43 8.78 0.30
3 4.08 4.10 0.30
4 2.99 2.90 0.73
5 2.40 2.37 0.05
6 2.11 1.92 0.42
7 1.93 1.80 0.82
8 2.81 2.80 0.51
9 2.78 2.74 0.45
10 4.50 3.06 0.45

Again, it is seen from Table 4-6 and Table 4-7 that False Alarm Rates are also

improved with SVM approach. False Alarm Rates of NB range from 1% to 9%

approximately whereas that of SVM is less than 1% and is found almost constant

throughout all datasets.

Table 4-7: Comparision of false alarm rate of Nae Bayes classification with SVM (with 100,000 records)

Data Sets SVM (wih k-
NB (with k-Means) | NB (with k-Medoids)
(100000 each) Medoids)
1 2.29 1.61 0.46
2 5.29 4.34 0.97
3 6.52 5.46 0.58
4 2.98 2.05 0.77
5 3.29 2.24 0.99
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4.4.6 Analysis of the Results

From the experimental results and the performance evaluation, it is seen that
Accuracy and Detection Rate have been increased whereas False Alarm Rate has been
decreased by SVM approach combined with k-Medoids in case of every size of data

samples.

In the following section, analyses of both NB and SVM approaches in case of small
and large datasets are discussed with the help of Receiver Operating Characteristics
(ROC) curves. Figure 4-2 shows ROC curve produced by NB with k-Means and k-
Medoids in case of small datasets. The curve produced by the latter seems to be

slightly better but both are not smooth though.

Nawe Bayes classification is generally independent of past data samples and,
therefore, is considered to be faster. But it is also true that the independence of NB is
moslty satisfied by the attributes of sample dataset. In the Figure 4-2, the reason why
the ROC curve is not smooth may be because of the data samples. The initial potion
of the curve is not smooth at all, which indicates that small size data samples (like 10
thousand records) do not always produce smooth curves while combined with k-

means or medoids clustering method.

ROC Curve: Naive Bayes  ———k-Means+NB =——k-Medoids+NB
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Figure 4-2: ROC Curve produced by NB Classification with k-Means and k-Medoids (with 10,000 records)

Unlike NB approach, the ROC curve produced by SVM in case of small data sets is
smoother as shown in Figure 4-3, which explains the decreasing tendency of False
Alarm Rate while Detection Rate is increasing. Since SVM has capability of produce

good classified data even from small data samples, the ROC curve produced by SVM
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is smoother than that of NB classification. Moreover, SVM preceded by k-medoids
guarantees the continuous improvement in terms of detection rate and false alarm rate.
But even the ROC of k-medoids followed by SVM is not ideologically smooth; it may
be because of the nature of the distribution of attack data in the data sample.

ROC Curve: Support Vector Machine — -Medoids+SVIM
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Figure 4-3: ROC Curve produced by SVM with k-Medoids Clustering (with 10,000 records)

Figure 4-4 and Figure 4-5 show ROC curves produced in case of large datasets
respectively by NB and SVM classifications. Figure 4-4 shows a relatively smooth
ROC curve of NB in case of large datasets compared to that in case of small datasets
but the curves are not declining, which means NB does not guarantee the inversely

proportional relationship of Detection Rate with False Alarm Rate.

ROC Curve: Naive Bayes ———K-Means +NB ———K-Medoids +NB
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Figure 4-4: ROC Curve produced by NB Classification with k-Means and k-Medoids (with 100,000 records)
But in Figure 4-5, ROC curves produced in case of large datasets by SVM
classification seems relatively smoother and declining.

Looking at all tables and ROC curves presented above, it has become obvious that k-

Medoids help NB classification in improving its overall performance but does not
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contribute in maintaining the ideological ROC curve. The proposed SVM with k-
Medoids approach not only increases the overall performance of classification but

also produces smoother and more declining ROC curve.

ROC Curve: Support Vector Machine e |- S +S VM
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Figure 4-5: ROC Curve produced by SVM with k-Medoids Clustering (with 100,000 records)

4.5 Chapter Summary

A comparatively better clustering method k-Medoids is combined with Support
Vector Machine classification to produce better performance in terms of Accuracy,
Detection Rate and False Alarm Rate. From the experiments and analyses, it has been
shown that the proposed hybrid approach has outperformed the previous approach of
combining NaWe Bayes classification with k-Means/k-Medoids clustering. Therefore,

intrusion detection can be more effective and efficient with the proposed approach.

The proposed approach can further be made more efficient and effective, by applying
multiple kernel based SVM classification [159] schemes, in detecting various known
and unknown attacks and then separating them into correct categories. Moreover, the
time complexity of k-Medoids clustering can still be reduced by implementing more
efficient and accurate clustering for large data sets like MapReduce or OptiGrid [160]

clustering techniques.
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Chapter 5. Incremental Support Vector Machine with CSV-ISVM

5.1 System Model and Problem Description

The problem, here, is to improve the SVM in such a way that it should classify normal
an attack data very accurately — with high detection rate and lower false positive. An
iterative approach is one of the options but it incurs more time complecity and
therefore, there is also a challenge to reduce the time taken due to the incremental
approach. How to make minimum possible iterations is one issue while how to select

minimum possible support vectors is the another issue.

Incremental SVM

Classification Sub-Module Analyses Sub-Module

N
N Data Classified Data
Data .| Extraction [raining/Tes Simple Incremental N
Repository v and Pr;- Data SVM Classification d
e processing
N
N Data Classified Dat
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—_ processing
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Extraction Fraining/Test Incremental SYM  [Classified D ati
Data and Pre- Data with CSV method o
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Figure 5-1: The System Module of Incremental SVM with Support Vector Selection

In an Incremental Support Vector Machine classification, the data objects labelled as

non-support vectors by the previous classification are re-used as training data in the
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next classification along with new data samples verified by Karush-Kuhn-Tucker
(KKT) condition. This piece of work proposes Half-partition strategy of selecting and
retaining non-support vectors of the current increment of classification - named as
Candidate Support Vectors (CSV) - which are likely to become support vectors in the
next increment of classification. This research work also designs an algorithm named
the Candidate Support Vector based Incremental SVM (CSV-ISVM) algorithm that
implements the proposed strategy and materializes the whole process of incremental
SVM classification.

The work also suggests modifications to the previously proposed concentric-ring
method and reserved set strategy. The performance of the proposed method is
evaluated with experiments and also by comparing it with other ISVM techniques.
The experimental results and performance analyses show that the proposed algorithm
CSV-ISVM is better to be used in real-time network intrusion detection than general
ISVM classifications.

5.2 General Description of the Solution

This paper proposes an improved and efficient learning approach of Incremental
Support Vector Machine (ISVM) based on the idea of retaining the original and
current data samples throughout the whole learning process. In this proposed
approach, data points, that are not the support vectors in the current increment of
classification but have chances of becoming support vectors in the next increment of
classification, are selected and retained as the Candidate Support Vectors (CSVSs) so
that they can be combined with the new training data set that will be added in the next
training. This approach also introduces Half-Partition strategy as a part of the CSV
selection method and devices an algorithm, named CSV-ISVM.

5.3 Candidate Support Vectors based Incremental SVM

The key of the proposed Incremental Support Vector Machine is the selection of
Candidate Support Vectors. Here, two methods of selecting CSVs are presented: —
(1) Improved Concentric Circle method; and (2) Half-Partition strategy.
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Since the latter method is proven to be better, the algorithm designed in this work i.c.
the CSV Sclection algorithm makes use of the Half-Partition method. New data
samples used for training in each increment is verified if they can become support

vector by using the decision function suggested by KKT-theory.

KKT conditions for ISVM

In SVM classification, a decision function is obtained by solving a quadratic program
[161]. To get an optimal solution, the following Karush—Kuhn-Tucker (KKT)

conditions must be satisfied: -

( a;=0= f(x)>1or f(x;) <—-1
I0<ai<C:> flx;))=1or f(x;) = -1 (5-1)
\ =C= -1<f(x)<1

Where o; is the Lagrange multiplier corresponding to the samples, and a = (a1, a2, . . .,

a;, . . .) 1S the optimal solution, if and only if every sample Xx; meets these conditions.

Here, f(x) = 0 is the optimum separating hyperplane, f(x) = #1 are the boundaries of
the separating margin. Therefore, for a training sample x;, if a; = 0, then it lies outside
the boundaries; if 0 <a;<C, then it lies on either of the boundaries; and if «; = C, then

it lies inside the boundaries of the separating margin.

Rotations of the SV Hyperplane

The idea of Half-Partition method is arisen from the phenomenon of SV hyperplane
rotations. So, here, the possible geometric rotations of the SV hyperplane are
illustrated. As seen from Figure 5-2, the hyperplane can rotate either to clockwise or
to anti-clockwise direction with respect to the current position of the hyperplane [162].
No change in the rotation implies that the new samples satisfy the KKT conditions.
To list the possible SV hyperplane rotations: -

(1) Towards the anti-clockwise direction.
(2) Towards the clockwise direction.
(3) No Rotation

In Figure 5-2, solid circles and solid squares represent the original samples, while the

circles enclosed by hollow squares represent new incremental samples. The original
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hyperplane is f(x) = 0. Samples Siand S, are support vectors. Say, new samples i and j
are introduced for incremental SVM learning purpose. Since they violate the KKT
conditions, they lead to the rotation of the optimal hyperplane in clockwise and anti-
clockwise directions respectively in the next iteration of the SVM learning stages. The
non-support vectors {b, c, j} and {e, i}, then, change to the support vectors.

It has been obvious that if we consider new samples and original support vectors only,
and discard original non-support vectors, some valuable information will be lost,

which may result in obtaining a bad classifier.

The later learning increments will lead to oscillation if the initial samples are not
enough. However, if all of non-support vectors are included in the learning process,
then there will be more unwanted data instead of the real candidate support vectors.
Meanwhile, with new samples coming in continuously, the size of the training set will
eventually become too large. So, a method to select CSVs is explained to make ISVM

more efficient.

g(x)=0

f(,;).:o g’ (x)=0

Figure 5-2: Hyperplane rotations due to new sample sets {b,c,j} & (e,1)

5.3.1 The Improved Concentric Circle Method

The decision function of SVM is determined by the support vectors. To determine
which samples are most likely to be support vectors and thus to make the CSV set,
this paper proposes Improved Concentric Circle method, which actually is a
modification to the Concentric Circle method proposed by Yang et al. [163]. It

explained that most of the marginal samples lie in the ring region between the two
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concentric circles, as shown in Figure 5-3, and therefore, the Concentric Circle
method retains the samples lying in the ring region. But, the process of constructing
the ring i.e. determining radii R; and R, of the inner and the outer circle respectively
needs separate experiments that keep on changing with the data samples. So, the
proposed Improved Concentric Circle method suggests a fixed way of determining R;
and R,

Firstly, the centres of all classes are calculated as follows:
=Lyn 5-2
my; = ;Zk=1 Xlej (5-2)
L

Where j = 1, 2, . . ., d; d is the dimension of the mean vector. n; is the number of
samples belonging to class i in sample set, and xy; is the j™ attribute of sample k. i = 1,
2, stands for the sample class.

Figure 5-3: The Improved Concentric Circle method for selecting CSVs

Secondly, calculate the Euclidean distance R between two class centres. For the
binary classification problem, it can be denoted as:

R = rGmi,ma) = (S abmye — mael) (5-3)

Where m; and m, are mean vectors, my and my are the k™ dimension of the mean
vectors. The Euclidean distance between two samples is calculated by the following

equation: -

dy = |(Eralva —5l”) (5-4)
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Selection of Radii R; and R,

Selection of R; and R, is vital and sensitive too. The method should be such that data
points lying inside the inner circle has the least probabilities of being support vectors
and that lying outside the outer circle do not have any. So, we take R; and R, as

following measurements: -
R; = the distance between the class centre C and the nearest support vector S;
R, =the distance between the class centre C and the nearest point at the hyperplane A.

Here, R; can be calculated using Equation 5-3. We know that the mid-point of two
class centres, say H, lies on the hyperplane. If R is the distance between two class
centres, then R is given by Equation 5-2. Once we know R, R, may be calculated as R,
= R/2. But this paper recommends an alternate method of calculation as given in the

following section.

Calculation of r

Suppose, r is the Euclidean distance from a point X to the decision boundary, as
shown in Figure 5-4, say at the point x". We know that the shortest distance between a
data point and a hyperplane is perpendicular to the plane [164], and hence, parallel to
W. A unit vector in this direction is w/|w|. The dotted line in the diagram is then a
translation of the vector w/|w]|. Let us label the point on the hyperplane closest to X

as x'. Then:

E

X=Xx—yr (5-5)

S

where multiplying by y just changes the sign for the two cases of X being on either
side of the decision surface. Moreover, X lies on the decision boundary and so
satisfiesw %' + b = 0. Hence:

—

Wl (% — vr 2 -

wi (% —yr— (5-6)
Solving for r gives:

r=yt i &-7)

Wl
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The advantage of this calculation method is that we do not need to calculate distance
between two class centres, R, which makes the calculation dependent only on the
current class.

Figure 5-4: Distance (r) of a data point (x) from the hyperplane

5.3.2 The Half-Partition Strategy

In Figure 5-2, there are data points even outside the ring-region. These data points are
not being considered as the Candidate Support Vector by the Concentric Circle
methods. Unless we prove they are real outliers (i.e. do not belong to the same class)
or do not contribute in classification process, they cannot be excluded from the CSV
set. So, this research work considers removing the outer circle (then the ring no longer
exists as shown in Figure 5-5) so as to maximize the CSV set. By so doing, all non-
support vectors lying outside the inner circle (having radius R;) and also the outliers
belong to the greater CSV set, thus providing them the equal opportunity to become a
CSV.

Furthermore, looking at the possible rotations of the SV hyperplanes in Figure 15, it
is seen that the outer half of the entire data space covered by each class is not touched
by the rotated hyperplane i.e. g(x) =0 and g’(x) =0 respectively, which means that
outer halves of the classes do not contain data points that could be selected as CSVs
for the next increment. And, this situation is very true in case of two-class

classification. Since network intrusion detection is a binary classification problem, the
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outer-partitions of the both classes can be avoided for CSV selection. Hence, this
paper proposes the Half-Partition method illustrated in Figure 5-5, which considers
data points lying only at the inner half partitions for the CSV selection.

If a non-support vector, say a data point x in Figure 5-5, satisfies the following
condition, then it will be considered as a Candidate Support Vector: -

d>R, AND r<R, (5-8)

where d is the distance between x and the class centre C, and r is the distance between
x and the hyperplane.

Algorithm 5- 1: CSV Selection

Input: Sample set Xo
Output: The CSV set

/ICalculate the mean vector of each class//

1. For every sample x; (i =1,2, ..., | ) in Xo
2: If x; belongs to the normal class
3: Fork=1,..,d

4: m1(K)= my(K)+ x,(K);

5: EndFor

6: Ny =ng +1;

7 Else //x; belongs to attack class//
8: Fork=1,..,d

9: ma(K)= ma(K)+ xi(K);

10: EndFor

11: Nz =ny +1;

12:  EndIf

13: EndFor

14:Fork =1, ...,d
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15 my()= ma(K)/ny.
16: ma(K)= ma(k)/n,.
17: EndFor
18: Calculate the radius R; using Equation 5-3;
/[Select samples to construct the CSV set//
19: For every sample x; (i =1,2, ..., |)
20:  Calculate distance d from x; to the mean vector of the class that x; belongs to;
21:  Calculate the distance r from Xx; to the hyperplane at h;

22: If d>R; and r<R,

23: Add x; into the CSV set;
24: EndIf
25: EndFor

Complexity of the Algorithm:

SVM classification algorithm has two complexities — one is at training time and
another at the testing time. For a SVM classification algorithm that uses RBF kernel,
support vectors are selected during the training time. In the testing time, time
complexity is linearly based on the number of the support vectors, which is given by
training set size * training set error rate. It is also linearly based on the number of
features. Therefore, O(n_samples”2 * n_features) is the complexity of RBF kernel
based SVM classification algorithm.

In case of incremental SVM, the selection and retaining the support vectors are done
as long as there is new data sample. Now, the complexity of incremental SVM
becomes O(n_samples™"2*n_features) multiplied by no of iterations, which is
fixed/constant for a typical implementation. It means the complexity of an
incremental SVM remains the same as the non-incremental SVM classification. The
CSV Selection algorithm is an improvement to the SVM algorithm, which do not
affect the overall complexity of the SVM classification algorithm. So, the complexity
still is given by O(n_samples"2*n_features).
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Calculation of Weights of CSV
Probability of being a CSV depends on two parameters: -

d = the Euclidean distance between Candidate Support Vector, x in Figure 5-4, and

the class centre C; and

r = the distance between the Candidate Support Vector x and the SVM hyperplane, x’.
Here, d and r can be calculated using Equation 5-4 and Equation 5-7

respectively.

The data samples which lie far away from the hyperplane has less probabilities of
becoming support vectors. Similarly, the data points lying inside the circle also has
equally less probability of being support vectors. So, we can say that data points lying

outside the circle and nearer to the hyperplane have maximum probability.

The greater is d, higher will be the possibility; and the smaller is r, higher will be the
chance of being support vector. Therefore, d>R; and r<L are the two criteria for
formulating the equation for weight calculation. Here L is the distance between the
support vector S; and the hyperplane, which is given by 1/ w (We know that 2/ w is

the margin of the decision boundary).

outer half-partition

Figure 5-5: The Half-Partition strategy and Weight calculation of CSVs

For weight calculation, the following expression is proposed: -

We={d/(d+R;)+L/(L+r)} (5-9)

where W is the total weighted distance of the Candidate Support Vector. For the
Support Vector nearest from the class centre C, d=R; and r=L, therefore, d/(R,+d)=0.5
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and L/(L+r)=0.5 and W¢=1. So, all the non-support vectors which yields the value of
Wc close to 1 (one) are selected as CSVs.

Threshold Assignment

From the previous section, we learnt that threshold T may be defined as W¢-1 such
that T = 0 for a typical support vector. And, the equation for the threshold T may be
expressed as

We-1= {d/(d-+R)+L/(L+r)}-1 (5-10)

Depending upon the distribution of data points and nature of occurring new data
samples, the threshold T may be set variably. For instance, we can take T = £0.25
could be a decision factor to consider a data point that yields the weighted value Wc
either equal to 1.25 or 0.75.

5.3.3 CSV Selection Algorithm and CSV-ISVM Algorithm

The first-ever CSV Selection algorithm triggers as soon as the first SVM learning is
finished. Using the CSV Selection algorithm, described in Algorithm 5-1, CSVs are
selected and retained for the next iteration of the SVM classification. During the CSV
selection process, the weights of CSVs are also preserved along with the CSV sets.
These CSV weights may also be determined by a threshold value.

Every time a new incremental sample appears, simple incremental SVM checks
whether all the samples meet the KKT conditions. If there is none, it will add these
samples to the support vectors to form a new training set. Meanwhile, in each
incremental learning step, select samples from the CSV set according to their weights,
and combine them with the samples that violate the KKT conditions in the new
sample set and the original support vectors to form a new training set. After
incremental learning, update the CSV set and the weights of the samples in it. The
whole process of incremental learning is described in Algorithm 5-2.

Algorithm 5- 2: CSV-ISVM

Input: Sample set Xo, New incremental sample set X,

Output: Updated CSV set and the classifier SVM
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1. Get classifier SVMg and support vector set SVq by training on Xo;

2: Calculate class centres Xo+ and Xo. using Equation 5-2;

3: Compute the distance between samples and class centres using Equation 5-4;
4: Construct CSV set Ng by selecting samples that satisfy Equation 5-8;

5. Get weights 6O, and thresholds T; using Equation 5-9 and Equation 5-10

respectively;
6: Take new sample set Xy;
7: For every sample x; in X3

8: If x; violates the KKT conditions of SVMg;

9: Add x;to Xss;
10:  Else

11: Add x; to Xig;
12:  EndIf

13: EndFor

14: If Xy51s not null //Select samples according to their thresholds//

15: For every sample x;in Xy

16: If T> given threshold value

17: Add sample x;to the set NSVy;
18: EndIf

19:  EndFor

20: Set N; =SVy NSVp Xy,

21: Select samples in N to construct N; ’;

22: Obtain classifier SVM; and SV, by training on Xo;

23.  Set SVM; as the output;

24 Update the CSV set and also weights ©; and thresholds T;;

25: Else
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26:  SetSVMy as the output;

27: EndIf

Complexity of the Algorithm:

The CSV-ISVM algorithm is a modified version of incremental SVM algorithm,
which is designed in such a way that it does not affect the overall complexity of the
incremental SVM classification algorithm. So, the complexity still is given by
O(n_samples”2*n_features).

5.4 Experimental Results and Analysis

For the purpose of simulation and experiment works, the following platforms are used
in this piece of research: -

Table 5-1: Experimental platform for incremental SVM classification with CSV-ISVM

Operating System : Linux (Ubuntu)
SVM Classification Tool: LibSVM
Algorithm coding and testing platform: LibSVM, Matlab

Simulation and Performance Analysis Tool: | Matlab, LibSVM

Data Analysis and Graphical Tool: LibreOffice

Data Source: Kyoto 2006+ Data

5.4.1 Experimental Data

In this work, Kyoto 2006+ dataset is used as data sets for the experiments. After
eXamination of the data - specially the attack ratio - and preliminary experiments, the
datasets of the days 2007 Nov. 1, 2 and 3 are chosen for the final experiments. Please
refer to the Chapter 3 for description and the samples of the experimental data.
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5.4.2 Description and Samples of Experimental Data

The detailed description of data used in the simulation and experiment works in this

piece of research work is mentioned in the Section 3.

In order to provide the rough idea about the experimental data, a part of a snapshot of
one day’s experimental data is provided below. For more data, please refer to the

Appendix I: Experimental Data Samples.

Detlostsry comt
Detlostsry sermr
MitTwiane de e o
sl de e tou

£ sl s 8 . .
B = E i B g |B 2
= = 2 = | E| 8| & £s |2 =
2 e = = = - £ [ =E|= =
= - B = =~ =3 B = = = —_
5 B E} = g E] E = = = |z = = = = £
E = = = = = = = = = E|=E E = 8 C
203027
4. 695 1 1 (] o o o o o o RSTOSD ’_',:.:.; [ o -1 i
=3 (<] o o (<] ] o o n] o RSTRH [«] o [«] 1 £

21055 s 29358

=T

{See Appendix II for more...}

5.4.3 Data Pre-processing

A data pre-processing techniques like sampling and filtering are applied for easy and
smooth operation of the experiments. As suggested by Chitrakar and Huang [165],
data samples are extracted such that each set contains 1% of attacks including
unknown attacks too. Attributes of the datasets are converted to appropriate types and
normalized according to the need of the SVM kernel. Samples with both known and
unknown attacks are treated as a single attack class and labeled as -1. Thus, the entire
selected data can be categorized into {-1, 1} where 1 represents normal class. This
makes the application of SVM very simple and almost any type of SVM classification

may be implemented.

5.4.4 The Experimental Detail

The experimental data thus obtained from Kyoto 2006+ dataset is randomly divided
into two non-overlapping subsets - training and test set. Then, extract 10 (ten)
Separate data sets from the training subset as the incremental training sets, each set
containing 1000 samples having both normal and abnormal data. Similarly, extract 10

data sets from the test data set too.
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Using each data sample, experiments are carried out for Simple-ISVM, KKT-ISVM,
RS-ISVM and CSV-ISVM one by one. In all four methods, the RBF kernel is used
because SVM produces better performance with RBF [166].

The number of true positive, true negative, false positive and false negative values of

all the methods are recorded and used for performance evaluation.

5.4.5 Performance Evaluation and Analysis

The performance evaluation of the experiment is carried out in terms of accuracy (4),

detection rate (DR) and false alarm rate (FAR) by using the Equation 3-4, Equation 3-

5 and Equation 3-6 respectively.

Table 5-2: Comparision of DR and FAR

Increment | SiMPple-ISVM KKT-ISVM RS-ISVM CSV-ISVM
Count DR(%) | FAR(%) | DR(%) | FAR(%) | DR(%) | FAR(%) | DR(%) | FAR(%)
1 79.646 | 4535 | 79.646 | 4535 | 79.646 | 4535 | 80.646 | 4.41
2 86.826 | 7.245 | 77.451 | 4449 |84.113 | 4099 | 84.724 | 4.025
3 81.435 | 6.169 |82.608 | 5.494 |85.069 | 4.059 | 85576 | 3.915
4 76.871 | 6.076 | 81.829 | 5501 |85.917 | 3.948 |86.082 | 3.802
5 77513 | 6.393 [ 81.941 | 4518 |86.407 | 3.805 |86.814 | 3.54
6 77474 | 6.403 [80.69 |5.153 |87.352 [3.476 |87.238 |3.33
7 75.618 | 6552 | 86.518 | 4.327 |87.54 |3.372 |[88.082 | 3.027
8 71.882 | 3.216 |84.221 | 4.141 | 87.968 | 3.225 | 88.095 | 3.012
9 80.606 | 6.762 |87.419 | 4.162 |89.144 |3.124 | 89.643 | 2.52
10 79.576 | 5.699 | 87.706 | 4.16 89.817 | 3.015 |90.147 | 2.314
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Evaluation of CSV-ISVM is done by comparing it with Simple-ISVM, the KKT—
ISVM and RS-ISVM, on detection rate and false alarm rate. Evaluation has also been
done for the training and testing time of all four methods.

Detection Rates of Incremental Learning
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Figure 5-6: Comparision of DR

Table 5-2 shows that the values of DRs and FARs in case of Simple-ISVM keep
increasing and decreasing in the subsequent Increments, e.g. the DR has increased to
86.826% in the 2" increment but decreased to 81.435% in the 3™ Increment; and
similar in case of FAR too. This implies that they depend heavily upon the new data

sets of each increment.

False Alarm Rate of Incremental Learning
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Figure 5-7: Comparision of FAR
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KKT-ISVM produces higher DR values (and lower FAR values) in the last couple of
increments compared to the initial few increments, but produces increasing and
decreasing values over middle increments, e.g. in Increments 5, 6 and 7, DRs are
81.941%, 80.69% and 86.518% respectively and FARs are 4.518%, 5.153% and
4.327% respectively. It is seen from Figure 5-6 and Figure 5-7 that KKT-ISVM
compared to Simple-ISVM has a better growing trend of DR and a better falling trend

of FAR, in general, but still has inconsistencies in Ssome increments.

ROC Curve of Incremental Learning
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Figure 5-8: Comparision of ROC Curves

Again from Table 5-2, it is seen that both RS-ISVM and CSV-ISVM produce
continuously increasing DRs and decreasing FARs and also have better rates
compared to Simple-ISVM and KKT-ISVM. For example, RS-ISVM has 79.646%
and 89.817% of lowest and highest values of DR respectively; and 4.535% and 3.015%
of maximum and minimum FAR respectively. CSV-ISVM shows even better values
yielding 80.646% of DR and 4.41% of FAR in the first Increment; and 90.147% of
DR and 2.314% of FAR in the last increment.

As seen from Figure 5-6 and Figure 5-7, both RS-ISVM and CSV-ISVM show
growing DR lines and falling FAR lines as increments go on. Moreover, comparing
RS-ISVM and CSV-ISVM methods, DR and FAR of CSV-ISVM have seem to have
better rates and more perfect decreasing trend than RS-ISVM. This clearly indicates
that the idea of retaining support vectors as prior-knowledge for incremental learning

yields better results.
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ROC Curves of RS-ISVM and CSV-I1SVM
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Figure 5-9: RS-ISVM and CSV-ISVM Compared

The ROC curves of DR vs. FAR are shown in Figure 5-8, where we can see smoother

and more declining ROC curves produced by CSV-ISVM compared to the other
ISVM methods. Needless to say, the ROC curve of the Simple-ISVM is not
acceptable whereas that of KKT-ISVM does not maintain the ratio DR/FAR all the
time. The figure also illustrates that the CSV-ISVM yields the highest possible DR
while maintaining the lowest FAR.

Table 5-3: Comparision of training and testing time

Increment Simple-ISVM KKT-ISVM RS-ISVM CSV-ISVM
Count Train(s) | Test(s) | Train(s) | Test(s) | Train(s) | Test(s) | Train(s) | Test(s)
1 1.843 94 1.842 9.48 1.833 8.58 1.823 7.76

2 6.407 24.688 | 12.578 | 27.005 | 4.935 17.5255 | 3.463 10.363
3 9.375 34.27 | 26.667 | 39.973 | 7.3175 | 24.8565 | 5.26 15.443
4 15.155 | 39.87 |50.733 |49.427 | 12.4085 | 29.701 | 9.662 19.532
5 31.433 | 44.427 | 63.833 | 57.162 | 21.3675 | 33.581 | 11.302 | 22.735
6 30.078 |58.412 | 81.15 64.245 | 21.8355 | 42.1495 | 13.593 | 25.887

81




7 37.787 | 70.157 | 119.4 74.272 | 26.0675 | 49.1935 | 14.348 | 28.23

8 55.157 | 79.948 | 138.667 | 83.36 | 36.316 | 55.7815 | 17.475 | 31.615
9 46.9 73.022 | 160.45 | 88.412 | 34.96 54.2845 | 23.02 35.547
10 67.023 | 79.978 | 168.75 | 99.912 | 47.14 60.0375 | 27.257 | 40.097

When compared specially with RS-ISVM, the CSV-ISVM seems to have maintained
producing lesser FAR rates when DR exceeds about 85% throughout the subsequent
increments as illustrated by further down-warded curve of CSV-ISVM as shown in
Figure 5-9. This indicates that even with the new data sample sets which keep coming
in each new increments, the CSV-ISVM still produces increasing DR and decreasing
FAR Dbecause the Half-Partition strategy prevents the learning method from retaining
potentially unwanted data points.

Training Time in Incremental Learning
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Figure 5-10: Comparision of Training Time

Table 5-3 compares time taken by the four methods in training and testing data
samples in each increment. The amount of time taken for training data sets in the
initial increment is almost same for all methods i.e. 1.8xx seconds, whereas that for
testing has been reduced in CSV-ISVM to 7.76 seconds from 9.4 seconds in Simple-
ISVM by saving 1.64 seconds.
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Similarly, in the last increment, 39.766 seconds of training time and 39.881 seconds
of testing time have been saved by CSV-ISVM. Unlike other methods, KKT-ISVM,
though has better DRs and FARs compared to Simple-ISVM, takes longer learning

time, illustrated also by Figure 5-10 and Figure 5-11, which is obvious because it has

to do cross-judging and more training. It is clear that the time taken by CSV-ISVM

for both training and testing are reduced at least by half compared to Simple-ISVM
and KKT-ISVM. Moreover, thanks to the Half-partition strategy, time taken both in
training and testing are also reduced remarkably compared to Concentric Circle

method of RS-ISVM
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Figure 5-11: Comparision of Testing Time

The amounts of time taken by all methods are obviously increasing as increments go
on, but RS-ISVM and CSV-ISVM takes less time to learn in each increment

compared to other two methods.

Table 5-4: Comparision of time difference between two subsequent increments

Increment Simple-ISVM KKT-ISVM RS-ISVM CSV-ISVM
Count Train(s) | Test(s) | Train(s) | Test(s) | Train(s) | Test(s) | Train(s) | Test(s)
1 {This is the very first increment}

2 4.564 15.288 | 10.736 17.525 | 3.102 8.9455 | 1.64 2.603
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2.968 9.582 | 14.089 12.968 | 2.3825 7.331 | 1.797 5.08

4 5.78 5.6 24.066 9.454 |5.091 4.8445 | 4.402 4.089
5 16.278 4557 |13.1 7.735 | 8.959 3.88 1.64 3.203
6 -1.355 13.985 | 17.317 7.083 | 0.468 8.5685 | 2.291 3.152
7 7.709 11.745 | 38.25 10.027 | 4.232 7.044 | 0.755 2.343
8 17.37 9.791 | 19.267 9.088 |10.2485 |6.588 | 3.127 3.385
9 -8.257 -6.926 | 21.783 5.052 | -1.356 -1.497 | 5.545 3.932
10 20.123 6.956 | 8.3 115 12.18 5.753 | 4.237 4.55

Average | 7.242222 | 7.842 | 18.54533 | 10.048 | 5.034111 | 5.7175 | 2.826 3.593

In other words, as shown in Table 5-4, the time difference between two subsequent
increments for both training and testing data sets in one method is remarkably
different from the other. The average training and testing time difference in case of
Simple-ISVM are calculated to be 7.242 seconds and 7.842 seconds respectively,
whereas those in case of CSV-ISVM are 2.826 seconds and 3.593 seconds
respectively. This time difference between two increments may be regarded as the
time taken to handle the new data set added in the later increment. This means that
CSV-ISVM also handles the new data sets most efficiently of all other ISVM methods.

All afore-mentioned experimental results and in-depth analyses show clearly that the
proposed CSV-ISVM has surpassed the Simple-ISVM, the KKT-ISVM and the RS-
ISVM too in terms of DR, FAR as well as in terms of training and testing time.

5.5 Chapter Summary

An improved approach to Incremental Support Vector Machine, called CSV-ISVM,
has been proposed and applied to the incremental learning to SVM based network
intrusion detection. The approach has contributed in two ways. Firstly, it has
suggested modifications to the previously proposed Concentric Circle method.
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Secondly, it has proposed a more efficient Half-Partition strategy and also designed
an algorithm to implement [167]. The experiment works and the analyses have shown
that the proposed method has better detection rate and false alarm rate as well as
acceptable amount of learning time and, therefore, can be used for network intrusion

detection in real-time.

The Half-Partition strategy actually discards (almost half) the data points lying farther
than the class centre from the hyperplane. And, such strategy cannot be implemented
in other than binary classification. Modifying the strategy in order to make it work
with multi-class classification might be considered as a future work of this research.
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Chapter 6. Concluding Remarks

6.1 Conclusion

This thesis research work has presented a Real-Time Hybrid Intrusion Detection
Architecture as a framework for the entire research work. This work has also
proposed two different intrusion detection methods viz. (1) Clustering-Outlier-
Detection with SVM classification and (2) Incremental SVM classification with Half-
partition method, which could be used either exclusively or in combination depending
upon how deep and thorough the intrusion detection should be. The experiments and
analyses with the very first method has shown that the combined approach of
Clustering and Outlier detection followed by SVM classification not only increases
the detection performance, accuracy, detection rate by reducing false alarm rate but
also guarantees the predictability of the detection parameters, This indicates that this

approach can be implemented in real-time intrusion detection.

The second method i.e. Incremental SVM with Half-partition method is proven to be
better, in addition to all detection parameters mentioned above, in terms of execution
time also. By proposing the Half-partition method and therecby implementing it in the
CSV-ISVM algorithm, the normal time taken for intrusion detection has been reduced
almost to half. Several experiments have been carried out using one method or both
methods at a time using Kyoto+ 2006 data sets, also by comparing them with other
similar methods. The analysis results of the experiments show that both the methods
have outperformed their competitive methods in terms of performance, accuracy,
detection rate, false alarm rate as well as in terms of real-time parameters like time

and predictability.

In accomplishing the research work, two algorithms namely — (1) Clustering-Outlier
Detection and (2) Candidate Support Vector — Incremental SVM have also been
proposed and implemented. In due course, improvements to unified Outlier detection
and Reserved Set strategy of selection support vectors in incremental SVM

classification have also been proposed.
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6.2 Future Work

This thesis work, however, can be further improved in a number of ways. Firstly, the
time consuming clustering method may be considered improving by keeping its
outlier detection in place. Next improvement could be using multiple SVM Kkernels.
Additionally, the Half-partition method may also be extended to multiple class SVM

classification.
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Appendix | : Features of Kyoto 2006+ datasets

All the experiments works carried out in this research use Kyoto 2006+ dataset for the
purpose of simulating and evaluating the proposed approaches. In this section, the
features / attributes are described.

Kyoto 2006+ Dataset

The Kyoto 2006+ dataset consists of 14 conventional features, which were present in
KDD Cup ’99 dataset, and 10 additional features. Based on KDD Cup 99 data set, but
unlike 41 original features of KDD Cup 99 data set, only 14 significant and essential
features have been extracted from the raw traffic data obtained by honeypot systems
that are deployed in Kyoto University. Additional 10 features have also been
extracted in order to help investigate more effectively what happens on the networks.
Moreover, they can also be used as training and testing data along with 14
conventional features.

Here are the 14 convetional features: -

-

. Duration: the length (number of seconds) of the connection

2. Service: the connection’s service type, e.g., http, telnet, etc

3. Source bytes: the number of data bytes sent by the source IP address

4. Destination bytes: the number of data bytes sent by the destination IP address

5. Count: the number of connections whose source IP address and destination IP
address are the same to those of the current connection in the past two seconds

6. Same srv rate: % of connections to the same service in Count feature
7. Serror rate: % of connections that have “SYN” errors in Count feature

8. Srv serror rate: % of connections that have “SYN” errors in Srv count(the number
of connections whose service type is the same to that of the current connection

in the past two seconds) feature

9. Dst host count: among the past 100 connections whose destination IP address is the
same to that of the current connection, the number of connections whose

source IP address is also the same to that of the current connection

10. Dst host srv count: among the past 100 connections whose destination IP address
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is the same to that of the current connection, the number of connections whose
service type is also the same to that of the current connection

11. Dst host same src port rate: % of connections whose source port is the same to

that of the current connection in Dst host count feature

12. Dst host serror rate: % of connections that have “SYN” errors in Dst host count

feature

13. Dst host srv serror rate: % of connections that “SYN” errors in Dst host srv count

feature

14. Flag: the state of the connection at the time the summary was written (which is

usually when the connection terminated). This feature can have following
values: -

S0: Connection attempt seen, no reply.

S1: Connection established, not terminated.
SF: Normal establishment and termination.
REJ: Connection attempt rejected.

S2: Connection established and close attempt by originator seen (but no reply
from responder).

S3: Connection established and close attempt by responder seen (but no reply
from originator).

RSTO: Connection established, originator aborted (sent a RST).
RSTR: Established, responder aborted.

RSTOSO: Originator sent a SYN followed by a RST, never seen a SYN ACK
from the responder.

RSTRH: Responder senta SYN ACK followed by a RST, never seen a SYN
from the (purported) originator.

SH: Originator sent a SYN followed by a FIN, never seen a SYN ACK from

the responder (hence the connection was “half ” open).

SHR: Responder sent a SYN ACK followed by a FIN, never seen a SYN
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from the originator.

OTH: No SYN seen, just midstream traffic (a “partial connection” that was

not later closed).
The additional features are as follows: -

15. IDS detection: reflects whether IDS(Intrusion Detection System) triggered an
alert for the connection; ‘0’ means any alerts were not triggered, and an arabic
numeral(except ‘0’) means the different kinds of the alerts. Parenthesis
indicates the number of the same alert observed during the connection.
Symantec IDS[3] was used to extract this feature.

16. Malware detection: indicates whether malware, also known as malicious software,
was observed in the connection; ‘0’ means no malware was observed, and a
string indicates the corresponding malware observed at the connection. We
used ‘clamav’ software to detect malwares. Parenthesis indicates the number

of the same malware observed during the connection.

17. Ashula detection: means whether shellcodes and exploit codes were used in the
connection by using the dedicated software[4]; ‘0’ means no shellcodes and
exploit codes were observed, and an arabic numeral(except ‘0’) means the
different kinds of the shellcodes or exploit codes. Parenthesis indicates the

number of the same shellcode or exploit code observed during the connection.

18. Label: indicates whether the session was attack or not; ‘1’ means the session was
normal, ‘-1’ means known attack was observed in the session, and ‘-2’ means

unknown attack was observed in the session.

19. Source IP Address: indicates the source IP address used in the session. Due to the
security concerns, the original IP address on IPv4 was properly sanitized to
one of the Unique Local IPv6 Unicast Addresses (private IP addresses)[5].
Also, the same private IP addresses are only valid in the same month; if two
private IP addresses are the same within the same month, it means their IP
addresses on IPv4 were also the same, but if two private IP addresses are the
same within the different month, their IP addresses on IPv4 are also different.

20. Source Port Number: indicates the source port number used in the session.

21. Destination IP Address: indicates the source IP address used in the session. Due
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to the security concerns, the original IP address on IPv4 was properly sanitized
to one of the Unique Local IPv6 Unicast Addresses (private IP address)[5].
Also, the same private IP addresses are only valid in the same month; if two
private IP addresses are the same within the same month, it means their IP
addresses on IPv4 were also the same, but if two private IP addresses are the
same within the different month, their IP addresses on IPv4 are also different.

22. Destination Port Number: indicates the destination port number used in the

session.
23. Start Time: indicates when the session was started.

24. Duration: indicates how long the session was being established.
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Appendix I1: Experimental Data Samples

Since the entire experimental data is enormously large — billions in total, only 10 (ten) data records from each simulation/experiment work is
presented below just to give a glance to the data. (Starting from the left to the rlight, the first column represents the 1% feature, the second

nd .
column represents the 2™ feature, and so on): -
Table 6-1: 10 (Ten) records of the sample data from 2007 Nov. 1
E € |e S 5 2
S 3 |2 5 5|8 5 5
) € S 5 o
g | % £ 3] :1E |5 |2 § | 5|8 2 - < <
< 2 2 | €|l ||zl |2 g S| 2 e g 2., S g c
5 = @ 3 = 9 =% 2E|lgelge [%2] = = o =1 =1 17 =] 7] =4 &
a3 3 3 a S|&|&8| 5| 8| 8 |8c|8E|8E T a) S| 2|5 3 82 A3 82 8 a
75415 | 5 | 69677 | 135318 | o | o | o | o | o | o | o | o | o | RSTOSO 2?:0002)7 0 | 0 | -1 | fd58:d212:6798:4097:3915:3bf0:1b09:0d67 | 40775 | fd58:d212:6798:04e1:7d0f:27ea:07ab:05f7 | 21 | 0:00:02 | 754.1481
91055 | 8 | 29358 89 0 0o oo o] o] o]0 |RSHRH 0 0 | 0 | 1 | fd58:d212:b798:4d03:0f47:2740:15d7:241f | 9994 | fd58:d212:0798:3a08:7dae:27b7:0775:0fd2 | 25 | 0:00:03 | 9105477
022 | 8 0 58 0 oo o o]o]o]o]o RSTO 0 0 | 0 | 1 | fd58:d212:6798:745e:2d7c:5792:4423:11d2 | 37824 | fd58:d212:0798:3a98:7dae:27b7:0775:00d2 | 25 | 0:00:14 | 0.224944
1733 | 8 | 1574 244 0 Jo]lo]olo]o]o]olo SF 0 0 | 0 | 1 | fd58:d212:b798:0504:0971:5a6b:2bb6:08F3 | 4665 | fd58:0212:0798:3a08:7dae:27b7:0775:00d2 | 25 | 0:00:17 | 17.32547
0 11| 512 0 0 JoJloJ]olo]oJ]o]olo S0 0 0 | 0 | -1 | fd58:0212:b798:afdb:23e6:50ad:560e:6500 | 2467 | fd58:0212:6798:1558:7032:2749:619e:0f6e | 53 | 0:00:19 0
42 8 | 4043 183 0 JoJlo]olo]oJo]olo SF 0 0 | 0 | 1 | fd58:d212:b798:17a3:0554:0aa0:4709:2d09 | 2678 | fd58:d212:0798:3a08:7dae:27b7:0775:00d2 | 25 | 0:00:20 | 4.197315
507 | 8 | 38015 | 268 0 JoJlo]olo]ol]o]o]lo SF 0 0 | 0 | 1 | fd58:d212:b798:7476:1767:052c:03c9:135a | 3671 | fd58:0212:0798:3a08:7dae:27b7:0775:00d2 | 25 | 0:00:22 | 50.7017
8988 | 8 | 2547 166 0 [0 ]o o] oo o] ol]o SF 0 0 | 0 | 1 | fd58:d212:b798:5c47:2320:1500:290e:1f8a | 38956 | fd58:0212:0798:3a98:7dae:27b7:0775:00d2 | 25 | 0:00:24 | 89.8774
0 8 0 0 0 [ 0] o ] o] o] oo o] o] RSRA 0 0 | 0 | 1 | fd58:0212:0798:200e:0692:014e:33ea:075d | 24877 | fd58:0212:0798:3a98:7dae:27b7:0775:01d2 | 25 | 0:00:29 0
0 49 | 376 0 oloflo|lolo]o|lo|o]o S0 222;31 0 (518) 1| 1d58:0212:798:0330:3440:4309:0c9b:4036 | 1060 | fd58:d212:6798:a86:7cb8:27ed:60dd:03d | 1434 | 0:00:36 0
.. continues to record number 75,700 (seventy five thousand seven hundred)
Table 6-2: 10 (Ten) records of the sample data from 2007 Nov. 2
© s | 2 « |5 - a N
8 = s £ 3 c Eels 2 £ k= = =]
s | .| 2|2 | 8le ||z |25 |28 g |es| _s . g, g, SE| B s
S @ - @ = 5 2 1% 3 3 3= © s2| =8 o B @ 4] = S
T ls| S lgs| gl e|2|zlzslsselze] 2| & |EE|2E| = g5 £e 55 5| = g
a 3 3182 3| &| 8| 5| 8|88|88|8:|88| < a S8 L8| S 3 32 ag ag & a
03 | 8 6 9 0] 0o ]o 1] 10]1]o0]o0 SF 0 0 0 1 | fd58:0212:b798:ache:039d:7d37:197b:1981 | 1180 | fd58:d212:b798:3a98:7dae:27b7:0775:01d2 | 25 | 00:00:01 | 0.302446
056 | 8 | 1008 | 77 | 1 | 1 | 0 | 0 | 0 [100] 0 | 0 | 0 | RSO 0 0 0 1 | 7d58:0212:b798:1308:0717:0161:2d10:7c5b | 59572 | fd58:0212:b798:3a98:7dae:27b7:0775:01d2 | 25 | 00:00:01 | 0.564294
144 | 8 | 11 [ 40 | 2 [ 1 [0 | 0| 1 [100] 1] 0] 0 [RsmO 0 0 0 1 | fd58:0212:0798:286¢:1842:0efc:03cd:0092 | 56793 | fd58:0212:6798:3a98:7dae:27b7:0775:01d2 | 25 | 00:00:02 | 1.441167
1522 | 8 | 4023 | 40 | 3 | 1 | 0 | 0 | 1 [100] 1 | 0] 0 |Rsto 0 0 0 1 | d58:d212:b798:1530:2aed:070e: 7ae7:3763 | 50304 | fd58:0212:6798:3a98:7dae:27b7:0775:0/d2 | 25 | 00:00:03 | 15.216203
5616 | 8 | 7887 | 3L | 2 | 1 | 0 | 0 | 1 [100] 1 | 0 | 0 | RSTO 0 0 0 1 | 7d58:0212:0798:81eb:4962:4109:4106:7dc7 | 1882 | fd58:0212:6798:3a98:7dae:27b7:0775:0/d2 | 25 | 00:00:04 | 56.164035
0 49 | 36 | 0 [ 0 0] oo ]olo o] oo S0 20081(2) | 0 | 58(1) | -1 | fd58:0212:b798:724d:23ec:4006:0063:3995 | 63628 | fd58:0212:0798:ff54:7d9a:2719:0792:07d6 | 1434 | 00:00:05 0
0 49 | 366 | 0 [ 0 o0 ]o]o ol oo oo S0 20081(2) | O | 58(1) | -1 | fd58:d212:b798:0330:3449:4309:0c9b:4036 | 1060 | fd58:d212:0798:0b48:285e:0a26:3c67:0f3b | 1434 | 00:00:09 0
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5.92 8 7611 244 0 0 0 0 0 100 0 0 0 SF 0 0 0 1 fd58:d212:h798:f529:070:026:0365:0020 3724 fd58:d212:h798:3a98:7dae:27b7:0775:0fd2 25 00:00:12 5.923192
10.72 8 5148 227 1 1 0 0 0 100 0 0 0 SF 217009(2) 0 0 1 fd58:d212:h798:b5f3:49aa:0bc2:272e:7a3a 3557 fd58:d212:h798:3a98:7dae:27b7:0775:0fd2 25 00:00:14 10.724039
2.75 8 9502 244 1 1 0 0 0 100 0 0 0 RSTO 0 0 0 1 fd58:d212:b798:5af3:0f08:23bb:67bf:39c6 54471 fd58:d212:b798:3a98:7dae:27b7:0775:0fd2 25 00:00:15 2.745778
... continues to record no. 59,800 (fifty nine thousand eight hundred)
Table 6-3: 10 (Ten) records of the sample data from 2007 Nov. 3
8 T

= 2 é > 2 s - E JURPIRN - E 2 c|lwoc c e, § ._ § g §_§ g c

2 3 @ 2 = |2 = |5 8. |18_|8a8 8Z|8=L Slgg|=S| 33 838 £3 g2 = 2

g | S |g8| S |8 & |2|5E|SE|c2sg|S8 2 |08|28|28] 2 S5 SE 7 2 22| = g

8 | 8| 8 |62| 3 |8E| & |58|88|88|888488|88| © (28]28(28| I 8< 82 e 88| & 8
46.71 8 4124 40 0 0 0 0 1 100 1 0 0 RSTO 0 0 0 1 fd58:d212:h798:88ed:364d:285h:1fbc:2beb 58072 fd58:d212:h798:3a98:7dae:27b7:0775:0fd2 25 00:00:01 46.710455
21.82 8 3878 244 1 1 0 0 0 100 0 0 0 RSTO 0 0 0 1 fd58:d212:h798:dff6:376e:28ef:47fa:134b 55075 fd58:d212:h798:3a98:7dae:27b7:0775:0fd2 25 00:00:02 21.819117
4.87 8 178 40 2 1 0 0 1 100 1 0 0 RSTO 0 0 0 1 fd58:d212:h798:fb9e:36ec:477a:41ae:1994 50362 fd58:d212:h798:3a98:7dae:27b7:0775:0fd2 25 00:00:03 4.865306
19.47 8 1857 162 3 1 0 0 19 100 0.05 0 0 RSTO 0 0 0 1 fd58:d212:h798:7€00:3790:6a7a:63af. 177f 50393 fd58:d212:h798:3a98:7dae:27b7:0775:0fd2 25 00:00:03 19.472351
924.77 8 3868 262 4 1 0 0 0 100 0 0 0 RSTR 0 0 0 1 fd58:d212:h798:6475:3481:398a:17a0:0393 50225 fd58:d212:h798:3a98:7dae:27b7:0775:0fd2 25 00:00:03 924.768498
2.9 8 3892 244 3 1 0 0 0 100 0 0 0 RSTO 0 0 0 1 fd58:d212:h798:d8f9:2ade:3c82:232a:1bc9 57591 fd58:d212:h798:3a98:7dae:27b7:0775:0fd2 25 00:00:05 2.901441
0 8 0 58 0 0 0 0 2 100 0 0 0 RSTOSO 0 0 0 1 fd58:d212:h798:88ed:364d:285h:1fbc:2beb 57448 fd58:d212:h798:3a98:7dae:27b7:0775:0fd2 25 00:00:08 0.000207
18.94 8 1918 244 0 0 0 0 0 100 0 0 0 RSTO 0 0 0 1 fd58:d212:h798:6656:002¢:1381:0d1d:4975 48248 fd58:d212:h798:3a98:7dae:27b7:0775:0fd2 25 00:00:13 18.938784
10.1 8 1884 244 1 1 0 0 0 100 0 0 0 RSTO 0 0 0 1 fd58:d212:h798:a269:42cc:0249:1990:1b22 58045 fd58:d212:h798:3a98:7dae:27b7:0775:0fd2 25 00:00:14 10.103155
60.35 8 6933 244 0 0 0 0 3 100 0 0 0 RSTO 0 0 0 1 fd58:d212:h798:88ed:364d:285h:1fbc:2beb 58113 fd58:d212:h798:3a98:7dae:27b7:0775:0fd2 25 00:00:20 60.354551
... continues to record no. 102,679 (One hundred two thousand and six hundred seventy nine)

Table 6-4: 10 (Ten) records of the sample data from 2007 Dec. 1
@ 2 € @ S = a _
43 = ® S 3 > Egl|E S » = L5
Eols| 5 |gg|5lel8|2|s|selsdlselsEl 2| 2 |2E| 28 |3 25 gt £5 22| % g
a & 3 8z | 8| 8| 8| 5| 8 |88|88|8:|88| © S |58 23| S 52 52 a3l ag & a
86394.23 | 49 590300 | O 0 0 0 0 0 0 0 0 0 S0 0 0 0 -1 fd0d:a544:ba8c:68ca:7d75:27c4:0741:0770 1985 fd0d:a544:ba8c:7c52:1fa7:ffbd:ffd1:01ab 1985 | 00:00:02 | 86394.226142
0.78 8 0 48 0 0 0 0 0 0 0 0 0 RSTO | 0 0 0 1 fd0d:a544:ba8c:1b5a:07da: 15ad:30d3:353¢c 2882 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 00:00:03 [ 0.777007
0.58 8 0 48 0 0 0 0 0 0 0 0 0 RSTO | O 0 0 1 fd0d:a544:ba8c:63c1:2be1:0533:4430:3cd5 2336 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 00:00:03 | 0.576297
42.73 8 1805 291 0 0 0 0 0 0 0 0 0 SF 0 0 0 1 fd0d:a544:ba8c:d3ff:4de0:0337:2175:4f57 3466 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 00:00:04 | 42.733766
0.36 8 0 48 0 0 0 0 0 0 0 0 0 RSTO | 0 0 0 1 fd0d:a544:ba8c:3f45:1242:1520:660a:23ee 1214 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 00:00:06 | 0.360616
0.58 8 0 48 0 0 0 0 0 0 0 0 0 RSTO | 0 0 0 1 fd0d:a544:ba8c:63c1:2be1:0533:4430:3cd5 2351 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 00:00:06 | 0.57891
0 49 376 0 0 0 0 0 0 0 0 0 0 SO 20081 0 58(1) | -1 fd0d:a544:ba8c:25bd: 77da:007a:03a7:23a6 | 4470 fd0d:a544:ba8c:6caa:7de8:27ec:60c4:3502 1434 | 00:00:07 | O
@)
19412.69 | 49 6196 3360 | O 0 0 0 0 0 0 0 0 SF 0 0 0 -1 fd0d:a544:ba8c:4bc4:36dd:282c:13c9:39cf 10324 | fd0d:a544:ba8c:4c2d:285d:0aab:3fbf:0049 1666 | 00:00:07 19412.686673
3.32 8 2486 244 0 0 0 0 0 0 0 0 0 RSTO | 0 0 0 1 fd0d:a544:ba8c:a4a6:002a:647d:15d3:0e08 | 53561 | fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 00:00:08 | 3.318075
0 49 376 0 0 0 0 0 0 0 0 0 0 SO 20081 0 58(1) | -1 fd0d:a544:ba8c:af9a:0b0f:5075:0c55:4930 4321 fd0d:a544:ba8c:fb04:7d08:27a6:6069:0f55 1434 | 00:00:10 | O
)]

... continues to record no. 92513 (ninety two thousand five hundred thirteen)
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Table 6-5: 10 (Ten) records of the sample data from 2007 Dec. 8

8 c ° > ol 2w g c o, -3 -

c 2 2 2 8 |4 2 luca|lwE|of s o5 s ., g . s 8 SE E <

2 8 3 2 = |2 = |5 S | 8. |8aG8 8|8 = S | S5 | _ 338 33 g3 g2 'D: 2

E | 2| S |g8|5|te| B|ie|zE|2Eln2z:lRElRE & | i |ZE|2E|3 =3 zE g5 Z5| & 5

a 3 3 o8| S |88 & |6E|88| A8 |888|A&|A8 T o038 =8| <8 3 3 < &2 fa)= [y &5 a
14.8 8 4419 127 0 0 0 0 9 100 0.11 0 0 SF 0 0 0 1 fd0d:a544:ba8c:c463:0c17:1fbf:29f8:0152 2184 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e 25 00:00:01 14.804559
0 8 0 0 1 1 0 0 32 100 0.03 0 0 RSTRH 503014 0 0 1 fd0d:a544:ba8c:b1d4:27¢2:0fc9:6496:71eb 35114 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e 25 00:00:02 0

(2)
6.36 8 4537 40 2 1 0 0 10 100 0.1 0 0 SF 0 0 0 1 fd0d:a544:ba8c:c463:0c17:1fbf:29f8:0152 2133 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e 25 00:00:02 6.364676
0.31 8 0 48 3 1 0 0 33 100 0 0 0 RSTO 0 0 0 1 fd0d:a544:ba8c:b1d4:27¢2:0fc9:6496:71eb 35032 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e 25 00:00:03 0.310112
19.38 8 4691 175 4 1 0 0 11 100 0 0 0 SF 0 0 0 1 fd0d:a544:ba8c:c463:0c17:1fbf:29f8:0152 2229 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e 25 00:00:03 19.384287
86395.9 49 590340 0 0 0 0 0 0 0 0 0 0 SO 0 0 0 -1 fd0d:a544:ba8c:68ca:7d75:27¢4:0741:0770 1985 fd0d:a544:ba8c:7¢c52:1fa7:ffbd:ffd1:01ab 1985 00:00:03 86395.90183
3.14 8 4488 244 4 1 0 0 0 100 0 0 0 RSTO 0 0 0 1 fd0d:a544:ba8c:7bea:21d7:21e4:1c41:073e 53475 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e 25 00:00:04 3.140802
0.31 8 0 48 3 1 0 0 34 100 0 0 0 RSTO 0 0 0 1 fd0d:a544:ba8c:b1d4:27¢2:0fc9:6496:71eb 33844 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e 25 00:00:05 0.305864
0.33 8 0 48 2 1 0 0 1 100 1 0 0 RSTO 0 0 0 1 fd0d:a544:ba8c:5d84:0c2a:245e:21e0:0003 60293 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e 25 00:00:06 0.325276
0 8 0 0 3 1 0 0 0 100 0 0 0 RSTRH 0 0 0 1 fd0d:a544:ba8c:ceea:4fh3:0c4c:0fcf:3c4c 59449 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 00:00:06 0
... continues to record no. 80,929 (eighty thousand nine hundred and twenty nine)
Table 6-6: 10 (Ten) records of the sample data from 2007 Dec. 15
s =
2 o g | g e |8 5 3 = s
£ |s Sle| 5 | 8|5 |BE|E |5e g g 5 E 5 2

s o = g z | E 2 g | g Zc |8 |BS £ 25| =g <5 g g B3 £ s

g S8 |gg| 5| el 8| 2| |s2l28|2.028] o | ¢ |2B| 2|3 £g £¢ ££ £E| % g

a & 3 az| S| 8| 3 & 8 |88| 858 |88|88| & a (=8| 2| 3 52 &2 a3l az & a
22.71 8 2989 317 | 0 0 0 0 1 100 | 1 0 0 SF 0 0 0 1 fd0d:a544:ba8c:750f:0099:4e89:6f9f:0cde 5922 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 00:00:01 | 22.710102
0 49 | 376 0 0 0 0 0 0 0 0 0 0 S0 20081 | O 58 | -1 fd0d:a544:ba8c:4c4e:35fd:3f59:5199:177e 1107 fd0d:a544:ba8c:ef90:7d79:2739:0f96:148¢c 1434 | 00:00:02 | 0

(@) 1)

23.57 8 0 48 1 1 0 0 0 100 | O 0 0 RSTO | 0 0 0 1 fd0d:a544:ba8c:06b1:0921:2f8a:33a9:6faa 2694 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 00:00:02 | 23.571397
33.97 8 11 40 2 1 0 0 1 100 | 1 0 0 RSTO | 0 0 0 1 fd0d:a544:ba8c:0ffa:377c:2d28:0d86:2d31 50744 | fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 00:00:02 | 33.965337
0.01 49 [0 0 0 0 0 1 23 | 100 | 0.04 | O 0 SF 0 0 0 -1 fd0d:a544:ba8c:630c:2ce0:6f80:5301:1db1l 3356 fd0d:a544:ba8c:4c2d:285d:0aab:3fbf:0049 | 8947 | 00:00:03 | 0.005557
11.65 8 1556 19 | 3 1 0 0 1 100 | 1 0 0 RSTO | 0 0 0 1 fd0d:a544:ba8c:2bd1:36¢5:0836:146b:5148 | 61809 | fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 00:00:03 | 11.653584
29.36 49 [ 9 0 1 1 0 0.5 24 | 100 | O 0 0 SF 0 0 0 -1 fd0d:a544:ba8c:630c:2ce0:6f80:5301:1db1l 3426 fd0d:a544:ba8c:4c2d:285d:0aab:3fbf:0049 | 8947 | 00:00:03 | 29.355431
86395.09 | 49 | 590400 | 0 0 0 0 033 | 0 0 0 0 0 S0 0 0 0 -1 fd0d:a544:ba8c:68ca:7d75:27c4:0741:0770 1985 fd0d:a544:ba8c:7c52: 1fa7:ffbd:ffd1:01ab 1985 | 00:00:04 | 86395.093952
2.45 8 0 48 1 1 0 0 2 100 | 0.5 0 0 RSTO | 0 0 0 1 fd0d:a544:ba8c:8477:21cd:5530:0503:0796 | 1771 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 00:00:05 | 2.449122
165.01 8 2075 291 | 1 1 0 0 0 100 | 0 0 0 SF 0 0 0 1 fd0d:a544:ba8c:84b1:4142:03ad:35d5:32ba | 1839 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 00:00:07 | 165.012371

... continues to record no. 87,893 (eighty seven thousand eight hundred ninety three)
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Table 6-7: 10 (Ten) records of the sample data from 2007 Dec. 22

8 c " > > = 0 =3 -
I 2 2 > s |8 - it cosloB|28 s|lws I =S €. £ S E E c
S 3 @ 8 = |2 -5 2_|18_|285%8C|8:= SleS|e2| _ 88 323 £3 g2 (= 2
g | s S |28 5|8 2|94 |SE|SE|Sec|SElEE 2 |08|28|28| 3 Ss SE 23 = = g
8| 8| & |&8%| 8 |s:| 83 |5:|88|88|85¢2|88|88| o |2%8|=8|28| 3 83 32 8o 8| & 8
0 8 0 0 2 1 0 0 27 | 100 | 0.04 | O 0 SH 0 0 0 1 fd0d:a544:ba8c:2205:39d0:0b19:1b90:1fa7 | 1617 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 | 00:00:01 | 0.00218
0 8 0 0 3 1 0 0 1 100 | 1 0 0 RSTOSO | 0 0 0 1 fd0d:a544:ba8c:9559:3105:09ed:03db:40f7 | 1887 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 | 00:00:01 | 0
037 | 8 1958 | 93 4 1 0 0 0 100 [ O 0 0 RSTO 0 0 0 1 fd0d:a544:ba8c:09af:17fa:703b:05b9:711e 59172 | fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 | 00:00:01 | 0.37166
036 | 8 0 0 5 1 0 0 8 100 [ 012 [ O 0 SH 0 0 0 1 fd0d:a544:ba8c:e2ec:0000:153b:21b0:6720 | 62643 | fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 | 00:00:01 | 0.364339
099 | 8 0 48 6 1 0 0 12 | 100 | 0.08 [ O 0 RSTO 0 0 0 1 fd0d:a544:ba8c:12bf:41c6:5bb9:0399:43b9 | 3426 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 | 00:00:01 | 0.989423
1.69 | 8 4759 | 77 7 1 0 0 28 | 100 | 0.04 | O 0 SF 0 0 0 1 fd0d:a544:ba8c:2205:39d0:0b19:1b90:1fa7 | 1662 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 | 00:00:01 | 1.687638
251 | 8 3925 | 40 8 1 0 0 9 100 [ 011 [ O 0 SF 0 0 0 1 fd0d:a544:ba8c:e2ec:0000:153b:21b0:6720 | 62662 | fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 | 00:00:01 | 2.511667
273 | 8 4572 | 93 9 1 0 0 29 | 100 | O 0 0 SF 0 0 0 1 fd0d:a544:ba8c:2205:39d0:0b19:1b90:1fa7 | 1661 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 | 00:00:01 | 2.728535
434 | 8 4130 | 85 10 |1 0 0 10 | 100 | 0.1 0 0 SF 0 0 0 1 fd0d:a544:ba8c:e2ec:0000:153b:21b0:6720 | 62696 | fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 | 00:00:01 | 4.343112
5.28 | 8 4744 | 175 | 11 1 0 0 30 | 100 | O 0 0 SF 0 0 0 1 fd0d:a544:ba8c:2205:39d0:0b19:1b90:1fa7 | 1715 fd0d:a544:ba8c:c958:7dd5:2763:073d:0f8e | 25 | 00:00:01 | 5.277697
... continues to record no. 99,399 (ninety nine thousand three hundred ninety nine)
Table 6-8: 10 (Ten) records of the sample data from 2008 Dec. 1
8 S _ s =
8 § g g % : |E |2 |2 & g = < §
c 2 2 > | Bl 5| S22 |24|2 |28 8lec| B e, g . g, 2. g <
S | &| 8 | E|le|2|5|8|8|8-|8c|8 |25 3|88 2| 5 s 8 Py £8 £z = g
5 s 3 2|1 2| 5| 5| 2|2 |z25|zs|zglzs 8 2 |s2| 5| & 33 25 23 g5 g g
a & 3 a S| &8 | & | 5| 8 |88|88|8E(A88 [ 2 1s8| 2| S 3 < &z a< Az 5 a
0.55 8 6 9 0 0 0 0 0 0 0 0 0 SF 0 0 0 1 fda7:24e2:4c3e:1c66:4207:03e2:052c:1cd6 12219 | fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d 25 00:00:02 | 0.552304
830.74 | 49 | 5660 0 0 0 0 0 0 0 0 0 0 S0 0 0 0 -1 fda7:24e2:4c3e:93b3:7dd5:279e:07eb:07d0 | 1985 fda7:24e2:4c3e:281b:1f2b:ff1c:ffc9:0161 1985 00:00:02 | 830.74129
39 8 4171 245 | 0 0 0 0 0 0 0 0 0 SF 0 0 0 1 fda7:24e2:4c3e:39be:17aa:07f3:2733:0ded 4997 fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d | 25 00:00:03 | 3.899372
0 49 | 0 0 0 0 0 0 0 0 0 0 0 S0 0 0 0 -1 fda7:24e2:4c3e:fca9:450e:637c:13c4:42b0 2326 fda7:24e2:4c3e:f886:7d64:2768:6081:093b | 42405 | 00:00:03 | 0
0 49 | 0 0 0 0 0 0 0 0 0 0 0 S0 0 0 0 -1 fda7:24e2:4c3e:b60c:0d3b:018f: 1bf1:3116 1801 fda7:24e2:4c3e:fa03:7de7:27a2:6021:0397 | 445 00:00:07 | 0
0.33 8 0 0 0 0 0 0 0 0 0 0 0 RSTO 0 0 0 1 fda7:24e2:4c3e:b256:26f6:3ada:63aa:0f6a 61053 | fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d 25 00:00:15 | 0.325813
0.32 8 0 0 0 0 0 0 0 0 0 0 0 RSTO 0 0 0 1 fda7:24e2:4c3e:b256:26f6:3ada:63aa:0f6a 61199 | fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d | 25 00:00:15 | 0.322563
29.92 8 23262 | 567 | O 0 0 0 0 0 0 0 0 SF 0 0 0 1 fda7:24e2:4c3e:cb31:17a6:04ea:0faa: 2d6d 4199 fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d | 25 00:00:15 | 29.920104
0 49 0 0 0 0 0 0 0 0 0 0 0 RSTOSO | O 0 0 -1 fda7:24e2:4c3e:d560:0988:7e8d:00d9:579f 9201 fda7:24e2:4c3e:9976:7acd:30ba:30a9:3992 | 30556 | 00:00:19 | 0
0.36 8 0 0 0 0 0 0 0 0 0 0 0 RSTO 0 0 0 1 fda7:24e2:4c3e:b256:26f6:3ada:63aa:0f6a 59833 | fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d 25 00:00:19 | 0.357562
... continues to record no. 73,249 (seventy three thousand two hundred forty nine)
Table 6-9: 10 (Ten) records of the sample data from 2008 Dec. 9
8 % g 5 5
Q = < E] = = =37 =
ol s| S |gs| 5|28 |8.lcElce|2EselzE 2 |2 |2E|2E| 2 5 ¢ £3 £2| £ &
a & 3 8z 8| §| 8 |55|83|88|88|88|8%| = S |28|28| S 52 &2 as ag & a
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3.92 8 3857 245 | 0 0 0 0 0 100 | O 0 0 SF 0 0 0 1 fda7:24e2:4c3e:d065:0f6b:031d:4cdd:63de 1947 fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d 25 00:00:01 3.921487
1.25 8 12 17 1 1 0 0 0 100 | O 0 0 SF 0 0 0 1 fda7:24e2:4c3e:3a0a:475e:0a34:1948:03af 6281 fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d | 25 00:00:02 | 1.246658
1.95 8 927 184 | 2 1 0 0 0 100 | 0 0 0 SF 0 0 0 1 fda7:24e2:4c3e:3bb9:0713:0b57:4079:1d26 | 1570 fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d | 25 00:00:02 | 1.946757
2.76 8 582 86 3 1 0 0 0 100 | O 0 0 SF 0 0 0 1 fda7:24e2:4c3e:fe32:178a:3078:1f86:324a 19117 | fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d 25 00:00:02 | 2.757666
14136.6 49 95280 0 0 0 0 0 0 0 0 0 0 S0 0 0 0 -1 fda7:24e2:4c3e:93b3:7dd5:279e:07eb:07d0 1985 fda7:24e2:4c3e:281b:1f2b:ff1c:ffc9:0161 1985 00:00:02 14136.603555
4.91 8 627 176 | 4 1 0 0 1 100 | O 0 0 SF 0 0 0 1 fda7:24e2:4c3e:fe32:178a:3078:1f86:324a 19180 | fda7:24e2:4c3e:lae6:7d65:27b1:0714:0f2d | 25 00:00:03 | 4.914287
5 8 640 176 | 5 1 0 0 2 100 | O 0 0 SF 0 0 0 1 fda7:24e2:4c3e:fe32:178a:3078:1f86:324a 19181 | fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d | 25 00:00:03 | 5.001742
4.86 8 644 176 | 6 1 0 0 3 100 | O 0 0 SF 0 0 0 1 fda7:24e2:4c3e:fe32:178a:3078:1f86:324a 19184 | fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d 25 00:00:03 | 4.859307
1.62 8 30 82 3 1 0 0 0 100 | O 0 0 RSTO | 0 0 0 1 fda7:24e2:4c3e:74f5:354c:1e40:210a:0c99 49600 | fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d 25 00:00:05 1.616571
4.9 8 630 176 | 4 1 0 0 4 100 | O 0 0 SF 0 0 0 1 fda7:24e2:4c3e:fe32:178a:3078:1f86:324a 19203 | fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d | 25 00:00:05 | 4.899166
... continues to record no. 120,015 (one hundred twenty thousand and fifteen only)
Table 6-10: 10 (Ten) records of the sample data from 2008 Dec. 15
& E|g E 2 § 15 g =
= S F-) = o @ & ? @ ° ° ] o S S S @
5 s | s | E 51 €121 38| 8 |gel sl gl e8| = s S s Z 3 R g g
E | 2| S | g|8|e|e|¢lz|slselslsel 2 |2|2|2]B £ St 23 2e| s g
a 3 3 a8l 8|85 8| &8 |88 &8 |[88| & 2| =] 2|3 3 &2 83 a2 & a
3.07 8 0 0 0 0 0 0 0 100 | 0 0 0 SH 0 0 0 1 fda7:24e2:4c3e:5206:036d:21ca:2daf:3133 21327 | fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d | 25 00:00:01 [ 3.072416
0 8 0 0 1 1 0 0 0 100 | 0 0 0 SH 0 0 0 1 fda7:24e2:4c3e:223f:2275:3063:1d3e:0f80 1787 fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d | 25 00:00:01 | 0.000005
0.13 44 192 192 | 0 0 0 0 0 0 0 0 0 SF 0 0 0 -1 fda7:24e2:4c3e:9976:7acd:30ba:30a9:3992 123 fda7:24e2:4c3e:b50b:7d2a:2703:0f39:15ab | 123 00:00:02 | 0.134415
1746.79 | 49 11800 | 0 0 0 0 0 0 0 0 0 0 S0 0 0 0 -1 fda7:24e2:4c3e:93b3:7dd5:279e:07eb:07d0 | 1985 fda7:24e2:4c3e:281b:1f2b:ff1c:ffc9:0161 1985 | 00:00:02 | 1746.790526
4.1 8 2514 208 [ O 0 0 0 0 100 | 0 0 0 RSTO | 0 0 0 1 fda7:24e2:4c3e:d8f9:09df:2854:2140:3c10 2665 fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d | 25 00:00:08 | 4.098791
16.45 8 4408 575 [ 1 1 0 0 0 100 | 0 0 0 SF 0 0 0 1 fda7:24e2:4c3e:e35a:171e:0436:2d63:3769 | 2395 fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d | 25 00:00:10 | 16.446759
16.62 8 2196 236 | 1 1 0 0 0 100 | O 0 0 SF 0 0 0 1 fda7:24e2:4c3e:052e:0b6c: 15ec: lecf: 7872 18384 | fda7:24e2:4c3e:lae6:7d65:27b1:0714:0f2d | 25 00:00:11 | 16.619409
11.36 8 4370 330 [ O 0 0 0 0 100 | 0 0 0 SF 0 0 0 1 fda7:24e2:4c3e:3dbd:3b84:3213:3632:6807 | 3098 fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d | 25 00:00:14 | 11.364307
14.61 8 2192 245 1 1 0 0 1 100 0 0 0 SF 0 0 0 1 fda7:24e2:4c3e:3dbd:3b84:3213:3632:6807 2015 fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d 25 00:00:14 14.606987
20.49 8 797 245 2 1 0 0 0 100 0 0 0 SF 0 0 0 1 fda7:24e2:4c3e:a4d0:1ed5:5193:2736:4b09 4150 fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d 25 00:00:14 20.492459
... continues to record no. 87,994 (eighty seven thousand nine hundred ninety four)
Table 6-11: 10 (Ten) records of the sample data from 2008 Dec. 22
- @ 2 € @ g s _ = =
c s & ; g 5 % % %% 2 %% g os| s e, S, g, éé g c
S 18| g |E,ela|s| 8| & |8c|28|8 |25 B g2|28| 5 g8 83 £k g£2| ¥ 2
S| 5| 2|82 3|5 |5z 2 |z23|zc|zeg|zs| 8|38 |s8|52| £ 23 25 g3 gs5| & 5
a 2] %) [a g (&) 5] 7] 7] [a] N8| o5 (o8| 0g| T 2 |23 |<3B| 4 a < nZ o< [a % [ a
I 6 188 | 136 0 0 0 0 100 | 100 [ 0.01 | O 0 SF |0 0 0 -1 fda7:24e2:4c3e:f800:4db4:036:7c69:0791 | 48008 | fda7:24e2:4c3e:2c72:7abe:0029:5f92:344f 22 | 00:00:02 | 0.65675
1.09 [ 6 204 | 136 1 1 0 0 100 | 100 [ 0.01 | O 0 SF |0 0 0 -1 fda7:24e2:4c3e:f800:4db4:03f6:7c69:0791 | 48049 | fda7:24e2:4c3e:2c72:7abe:0029:5f92:344f 22 | 00:00:02 | 1.093628
1.13 6 204 136 2 1 0 0 100 100 0 0 0 SF 0 0 0 -1 fda7:24e2:4c3e:f800:4db4:03f6:7c69:0791 48124 fda7:24e2:4c3e:2c72:7abe:0029:5f92:344f 22 00:00:02 1.126857
2.44 6 520 1304 3 1 0 0 100 100 0 0 0 SF 0 0 0 -1 fda7:24e2:4c3e:f800:4db4:03f6:7c69:0791 48368 fda7:24e2:4c3e:2c72:7abe:0029:5f92:344f 22 00:00:02 2.437225
3.5 8 194 | 171 0 0 0 0 1 100 1 0 0 SF 0 0 0 1 fda7:24e2:4c3e:cc2e:17ac:001c:01c0:337a | 2717 fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d | 25 00:00:02 | 3.502344
3.7 6 520 | 1325 | 4 1 0 0 100 | 100 | O 0 0 SF |0 0 0 -1 fda7:24e2:4c3e:f800:4db4:03f6:7c69:0791 | 49169 | fda7:24e2:4c3e:2c72:7abe:0029:5f92:344f 22 | 00:00:02 | 3.696002
531 | 8 732 | 253 1 1 0 0 0 100 | 0 0 0 SF |10 0 0 1 fda7:24e2:4c3e:21bd:06a0:677e:10e5:5ff1 | 2805 fda7:24e2:4c3e:1ae6:7d65:27b1:0714:0f2d | 25 | 00:00:02 | 5.305814
264 | 6 520 | 1325 | 5 1 0 0 100 | 100 | O 0 0 SF 10 0 0 -1 fda7:24e2:4c3e:f800:4db4:036:7c69:0791 | 48546 | fda7:24e2:4c3e:2c72:7abe:0029:5f92:344f 22 | 00:00:03 | 2.636602
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247 [ 6

[ 520 | 1325 | 6

[

1

[ o

[0

100 [ 100 | 0

[ -1 [ fda7:24e2:4c3e:f800:4db4:03f6:7c69:0791 | 48660 | fda7:24e2:4c3e:2c72:7abe:0029:5f92:344f | 22 [ 00:00:03 | 2.472075

334 | 6

[ 520 [ 1325 | 7

I

1

I

0

0

100 [ 100 [ 0

0 |
0

ol|o

[ 1

| fda7:24e2:4c3e:f800:4db4:03f6:7c69:0791 | 49304 | fda7:24e2:4c3e:2c72:7abe:0029:5f92:344f | 22 | 00:00:03 | 3.342831

I
|
... continues to record no. 100,101 (one hundred thousand and one hundred one)

Table 6-12: 10 (Ten) records of the sample data from 2009 July 1

g | < g ElE]. |2e]E |2 g - F -

5 @ '§ 2 % & 8 7 : éiz Z% ?::’ 25|46 %g §; %& £E = s

05| S |58l 5|e|e|2|L|cels8|2lS8| 2 |2 |ZE|2E| 3 8¢ €¢ £ £2| ¢ -

3 |&| 8 |8z|8|&| 8| 5| 8|88|8Bg|8E|&8g| & |2 |3g|2g| & 3% 82 8% se| & 3
0.09 | 44 192 144 | 0 0 0 0 0 0 0 0 0 SF 0 0 0 -1 fdcb:c552:6507:ff12:7d83:279f:0ff3:158e 123 fdcb:c552:6507:6e4d:7a29:3019:309e:39ca 123 | 00:00:01 | 0.08869
214 | 8 2865 | 94 0 0 0 0 0 0 0 0 0 RSTO 0 0 0 1 fdcb:c552:6507:3085:361d:0953:1731:031e | 64643 | fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:01 | 2.137968
4.3 8 8760 | 383 [ O 0 0 0 0 0 0 0 0 RSTO 0 0 0 1 fdcb:c552:6507:e89e:305b:414a:57af:5567 55323 | fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:01 | 4.297924
0.04 | 49 216 156 | 0 0 0 0 0 0 0 0 0 SF 0 0 0 -1 fdcb:c552:6507:32a2:7a9d:30f4:3042:05c0 500 fdcb:c552:6507:dec6:3f28:14a5:4c53:21cf 500 | 00:00:02 | 0.039478
0 13 0 0 0 0 0 0 0 0 0 0 0 RSTRH | 0 0 0 -1 fdcb:c552:6507:f2e3:7a3b:303e:30e8:6695 34329 | fdcb:c552:6507:782d:49b3:0d21:4814:761a | 80 00:00:02 | O
29 | 8 2951 | 245 | O 0 0 0 0 0 0 0 0 RSTO 0 0 0 1 fdcb:c552:6507:43d6:43d1:004d:0fd8:4ed6 37890 | fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:02 | 2.962333
284 | 8 2911 | 245 | O 0 0 0 0 0 0 0 0 RSTO 0 0 0 1 fdcb:c552:6507:64da:3b48:3fc0:3a08:70bd 3824 fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:02 | 2.842797
0 49 0 0 0 0 0 0 0 0 0 0 0 S0 0 0 0 -1 fdcb:c552:6507:0421:47ef:1900:2409:1569 3467 fdcb:c552:6507:99d1:7d81:27b4:6049:39a2 | 445 | 00:00:02 | 0
336 | 8 682 245 | 0 0 0 0 0 0 0 0 0 SF 0 0 0 1 fdcb:c552:6507:56a4:0fal:6f74:234f:0f8e 3998 fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:03 | 3.355988
359 | 8 2909 | 245 | O 0 0 0 0 0 0 0 0 RSTO 0 0 0 1 fdcb:c552:6507:9402:151a:3b34:2749:03aa 3023 fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:03 | 3.592596
... continues to record no. 125,198 (one hundred twenty five thousand and one hundred ninety eight)

Table 6-13: 10 (Ten) records of the sample data from 2009 July 8
g s g £ % > |Ex|2 |» & £ : Dz
S S k<) = o @ ST B ) ° a S S S [

S ls| 5 |8 |_.|5|C%|2|2|g_|g=|g |8t £ (88|28 53 S5 g3 gz| £ 5

Els| S |gg|slele| g |selselsl2E| 2 |4 |2E|2E 2 =3 5 §: 55| 3 E

8 |a| & |82| 8| &| 8| & | 8|88|85|8E|88| & |2 |S8|28| = 83 82 8% 82| & 3
3.24 8 25991 69 0 0 0 0 1 68 1 0 0 SF 0 0 0 1 fdcb:c552:6507:3e1f:3733:21e9:5a9d:39a9 29445 | fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:02 | 3.24432
4.91 8 1232 245 1 1 0 0 0 68 0 0 0 SF 0 0 0 1 fdcb:c552:6507:ebc1:0019:27e4:5145:55¢c2 3025 fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:02 | 4.910682
6.7 8 26327 | 32 2 1 0 0 1 69 1 0 0 SF 0 0 0 1 fdcb:c552:6507:e4a5:0754:5b6a: 7aab: 7291 15614 | fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:03 | 6.699002
1254 | 8 5853 245 | 3 1 0 0 0 69 0 0 0 RSTO | O 0 0 1 fdcb:c552:6507:4146:3700:61d5:075a:0f3c 63125 | fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:03 12.53885
1339 | 8 3820 245 | 4 1 0 0 1 70 1 0 0 RSTO | O 0 0 1 fdcb:c552:6507:8504:3ceb:17a8:1086:1364 1740 fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:03 13.393583
0 49 0 0 0 0 0 0 0 0 0 0 0 S0 0 0 0 -1 fdcb:c552:6507:af2f:17fd:1540:1301:55de 4363 fdcb:c552:6507:ff09:7de4:2744:6047:2b8b 445 | 00:00:03 | O
0 49 0 0 0 0 0 1 0 6 0 0 0 REJ] 0 0 0 -1 fdcb:c552:6507:eec7:2cbf:5ecb:27bb:29e4 4500 fdcb:c552:6507:378a:7dd0:2706:0764:0501 | 445 [ 00:00:05 | 0.000164
0 49 0 0 1 1 0 0.5 1 7 1 0 0 REJ] 0 0 0 -1 fdcb:c552:6507:eec7:2cbf:5ecb:27bb:29e4 4500 fdcb:c552:6507:378a:7dd0:2706:0764:0501 | 445 [ 00:00:05 | 0.000256
2.3 8 26291 597 | 0 0 0 0 15 15 0 0 0 SF 0 0 0 1 fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 60736 | fdcb:c552:6507:be10:70bc:01e8:3181:0fed 25 00:00:05 | 2.296249
4.48 8 2547 308 | 3 1 0 0 0 69 0 0 0 RSTO | 0 0 0 1 fdcb:c552:6507:ad25:26cd: 18ed:03d3:40c5 54080 | fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:05 | 4.478941

... continues to record no.

124,537 (one hundred twenty four thousand and five hundred thirty seven)
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Table 6-14: 10 (Ten) records of the sample data from 2009 July 15

9 2 g 5 g
2 < ] = 2 2 = ;= S w =
s s | 2 | : | Ele |2 |2 |25|x8|58 2|25l ., <y 2 SE| B 5
s | 8| & |cglz|e|c|8,|2e|2c|28]25|28] o | 2 |55|28] = g¢ g8 £3 2| & 5
5 S 3 8 <) s 5 22| |B3|B3|B|B5|B5 < a Sg|lag < 3T 33 3 o 35 s 5
a %) %) [ali) o 7] »n |o®|03|038|(05|08[(03 [ 21z |<3| 4 a < nZz o% QOa 7} a
219 | 8 1470 | 922 | O 0 0 0 22 122 |0 0 0 SF 0 0 0 1 fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 55489 | fdcb:c552:6507:bf2b:70ab:0100:3106:024a 25 00:00:00 | 2.185567
0.12 | 44 192 192 | 0 0 0 0 61 | 98 1 0 0 SF 0 0 0 -1 fdcb:c552:6507:6e4d:7a29:3019:309e:39ca 123 fdcb:c552:6507:ff12:7d83:279f: 0ff3:158e 123 | 00:00:01 | 0.118537
0 49 | 0 0 0 0 0 0 1 3 1 1 1 S0 0 0 0 -1 fdcb:c552:6507:1648:1920:75ef:67fb:2155 36407 | fdcb:c552:6507:0dc1:7d6d:278a:60af:0043 445 | 00:00:02 | 0
032 | 8 0 0 0 0 0 0 0 57 10 0 0 RSTO | 0 0 0 1 fdcb:c552:6507:78bb:362f:0e8f:45f3: 1beb 41895 | fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:03 | 0.319445
3.25 | 8 750 245 | 1 1 0 0 0 57 | 0 0 0 RSTO | 0 0 0 1 fdcb:c552:6507:d848:1891:031d:69da:15¢6 | 4820 fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:03 | 3.252052
385 | 8 856 167 | 2 1 0 0 0 58 |0 0 0 SF 0 0 0 1 fdcb:c552:6507:c7a1:41de:5a9d:03db:6980 | 4990 fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:03 | 3.846338
0 13 0 0 0 0 0 0 0 14 [0 0 0 RSTO | 0 0 0 -1 fdcb:c552:6507:dcd8:7d12:27ba:0fa7:156e 32802 | fdcb:c552:6507:3e14:5144:0347:4271:326c | 80 00:00:05 | 0.001641
0 49 | 0 0 0 0 0 0 0 1 0 0 1 S0 0 0 0 -1 fdcb:c552:6507:fabe:4528:0f05:0356:70c1 4803 fdcb:c552:6507:d156:7d3a:2741:6012:006f | 445 | 00:00:05 | O
173 [ 8 984 601 | O 0 0 0 21 21 | O 0 0 SF 0 0 0 1 fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 55494 | fdcb:c552:6507:bf2b:70ab:0100:3106:024a 25 00:00:06 | 1.726716
252 | 8 1269 | 276 | 0 0 0 0 0 9]0 0 0 RSTO | 0 0 0 1 fdcb:c552:6507:f448:189¢:4dd6:416f:2c8e 2639 fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:06 | 2.516369
... continues to record no. 125,688 (one hundred twenty five thousand and six hundred eighty eight)

Table 6-15: 10 (Ten) records of the sample data from 2009 July 22

8 5 |, 5 g
8 'E 8 % g > g s > ] .é I % §
g ® 2 2 > £ s S|z N 28 g |e 5 2 =y g 5 2y 2 5 £ s
2 @ - @ = = 3 38 8w 8 8 = 7} S = © @ 8 @ a = =)
a & 3 a S| & & & 8 |88|82|8=| 8% T Q|8 2| 3 &< 3=z A< az 5 a
1.2 49 128 219 0 0 0 0.8 9 9 0 0 0 SF 0 0 0 -1 fdcb:c552:6507:ee5d:0b84:235f:11f0:03c2 2116 fdcb:c552:6507:207e:7d44:27cb:61bc:03dd 445 00:00:00 1.204293
33.56 8 9307 53 17 1 0.76 0.76 0 100 0 0 0.81 RSTOSO 0 0 0 1 fdcb:c552:6507:9fd1:1817:1731:5019:0347 33516 fdcb:c552:6507:9513:7d90:276f:078:0fc8 25 00:00:00 33.562506
38.89 8 2206 252 9 1 0.67 0.67 0 100 0 0 0.8 RSTO 0 0 0 1 fdcb:c552:6507:2950:42e0:222:5325:005¢ 62398 fdcb:c552:6507:9513:7d90:276f:07f8: 0fc8 25 00:00:01 38.892701
0 49 0 0 0 0 0 0.5 1 1 1 1 1 S0 0 0 0 -1 fdcb:c552:6507:1ba1:4112:039f:13f1:5819 4312 fdcb:c552:6507:b47d:7df8:279f:60fb: 1b27 445 00:00:01 0
0 49 0 0 0 0 0 0.67 1 2 1 1 1 S0 0 0 0 -1 fdcb:c552:6507:dcbb:4324:0f1c:61c1:4b9c 2231 fdcb:c552:6507:1ad7:7d5f:2766:606c:1305 445 00:00:01 0
0.12 44 192 192 0 0 0 0 45 76 1 0 0 SF 0 0 0 -1 fdcb:c552:6507:6e4d:7a29:3019:309e:39ca 123 fdcb:c552:6507:ff12:7d83:279f:0ff3:158e 123 00:00:02 0.118913
3.36 6 520 1551 0 0 0 0 99 99 0 0 0 SF 0 0 0 -1 fdcb:c552:6507:8b3b:1734:28f5:515a:301f 48686 fdcb:c552:6507:163f:7dc4:27ce:07e3:0a1f 22 00:00:03 3.36325
6.06 8 26165 236 1 1 0 0 0 100 0 0 0.79 SF 0 0 0 1 fdcb:c552:6507:eb63:360e:0ac6:0365:1b33 2187 fdcb:c552:6507:9513:7d90:276f:07f8:0fc8 25 00:00:03 6.059758
1.5 8 2496 276 1 1 0 0 0 100 0 0 0.78 RSTO 0 0 0 1 fdcb:c552:6507:4345:350f:75¢3:323c: 533 61525 fdcb:c552:6507:9513:7d90:276f:07f8: 0fc8 25 00:00:04 1.496729
0 49 0 0 0 0 0 0 0 3 0 0 1 SO 0 0 0 -1 fdcb:c552:6507:9664:41e3:0f30:7904:03be 3431 fdcb:c552:6507:1ccl1:7d57:27de:60ef:05¢3 445 00:00:05 0

... continues to record no. 125,442 (one hundred twenty five thousand and four hundred forty two)

Table 6-16: 10 (Ten) records of sample data from 2009 Aug. 25

« =

£ s i = cd

= S -] = 3 ggg o S s 3 S g @
= a8 k=1 > s S = - OduB|leR s © s s . a =) e=1 £
S @ ® 8 5 = 173 173 B ESHdBE|BE o £ S .S = 8 P 35 83> =
= (=} S =4 = = D o . o . (e 99 | Qo = = =5 —_ 3 @ 8 a f=as c Z [
< S 2 =g c @ S 73 ce|l e @ 5|8 |3} 295 > 9 D o2 € = = -
5 = = 22 3 |Ea| E s |25 %5 edo S| wE 2 [ =2 £ 2 = 535 5 3 < 7= El
= @ [} @ 5 ] G = o} cE |23 25 @5d2s| 25 = [atks] D s @ E oo 5 3 D 0 L S P}
[a} @ @ [a ) O w8 o » & 0303 §908(08 [ =3 =3 <o — n < @nZ oz [a )% [
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0 49 71 0 0 0 0 0 0 0 0 0 0 SO 0 0 0 -1 fda4:45a3:3fdd:ce8d:090c:3d88:238f:0f87 64032 | fda4:45a3:3fdd:012c:7d5f:279d:60d6:0fc6 57246 | 00:00:00 | O
0.12 44 | 192 192 0 0 0 0 58 | 93 1 0 0 SF 0 0 0 -1 fda4:45a3:3fdd: 3fbf: 7aee:3008:3088:398b 123 fda4:45a3:3fdd:3cd8:7da1:27f6:0f67:15f9 123 00:00:01 | 0.119002
0 49 | 0 0 0 0 0 1 0 0 0 0 0 S0 0 0 0 -1 fda4:45a3:3fdd:9ff2:41fc:5210:3b08:0d30 4495 fda4:45a3:3fdd:e09c:7d96:270c:60c8:31ec 445 00:00:01 | O
0 49 0 0 0 0 0 1 0 1 0 0 1 S0 0 0 0 -1 fda4:45a3:3fdd:fc47:038f:03c3:1e3b:09ad 4580 fda4:45a3:3fdd:9efa: 7de8:275e:61e1:0f56 445 00:00:02 | O
4.68 8 2292 245 0 0 0 0 0 100 0 0 0 SF 0 0 0 1 fda4:45a3:3fdd:d384:4d9a:5597:157e:570b 39817 fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:03 4.67695
0 49 | 0 0 0 0 0 1 0 0 0 0 0 S0 0 0 0 -1 fda4:45a3:3fdd:69bb:122¢:1fc6:0368:0ef6 3141 fda4:45a3:3fdd:81fe:7d38:27¢1:6013:0719 445 00:00:03 | O
2.02 49 | 128 219 0 0 0 1 0 46 0 0 0 SF 0 0 0 -1 fda4:45a3:3fdd:4d2d:2536:5609:4d97:1109 | 4196 fda4:45a3:3fdd:9bd5:7df4:2744:6149:031a | 445 00:00:04 | 2.023215
0 49 0 0 0 0 0 067 | 0 1 0 0 1 S0 0 0 0 -1 fda4:45a3:3fdd:4163:0fdf:3ac6:016e:545d 4812 fda4:45a3:3fdd:7a4a: 7d6b:27e7:6070:56db 15118 | 00:00:04 | O
7.6 8 2186 167 0 0 0 0 0 100 0 0 0 SF 217014(1) 0 0 1 fda4:45a3:3fdd:3806:0913:0d89:5090:0386 41300 fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:06 7.595378
13.03 | 49 | 2475 | 1518 | 1 1 0 0.5 1 47 0 0 0 RSTO | 23179(1) 0 342(1) | -1 fda4:45a3:3fdd:4d2d:2536:5609:4d97:1109 | 4201 fda4:45a3:3fdd:9bd5:7df4:2744:6149:031a | 445 00:00:06 | 13.026752
Total no. of records = 125,691 (one hundred tweny five thousand and six hundred ninety one)
Table 6-17: 10 (Ten) records of sample data from 2009 Aug. 26
@ & € @ S = o _
8 c ® o 3 Eawl|E S < = _%
TS| 8 |gg|s|e|e|8|<c|ce|28|2.l28| ¢ |2 |2E|28 32 £ g2 £ 2| % E
38 | 8| & |82|8|8|38|&5|&|88|88|8:|88| & | 2o |S38|28| S 33 32 8% 88 & 8
3.15 8 4856 245 | 4 1 0 0 0 100 | O 0 0 RSTO | O 0 0 1 fda4:45a3:3fdd:9b58:36d8:0305:0353:62a4 | 1933 fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:00 | 3.154911
0 49 | 0 0 0 0 0 1 1 2 1 1 1 S0 0 0 0 -1 fda4:45a3:3fdd:71f1:2c67:05bd:49d1:337c 2052 fda4:45a3:3fdd:7888:7d59:278a:60a9:17d2 | 445 | 00:00:00 | O
0.42 8 0 0 3 1 0 0 0 100 [ O 0 0 REJ 0 0 0 1 fda4:45a3:3fdd:cb5a:094e:3029:0f9c:0fce 3775 fda4:45a3:3fdd:d62c: 7df2:2761:071f:0f51 25 00:00:01 | 0.424546
4.21 8 4753 245 4 1 0 0 0 100 0 0 0 RSTO 0 0 0 1 fda4:45a3:3fdd:c220:47b9:1fe8:1780:5358 1402 fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:01 4.210903
27.55 | 8 34056 | 94 5 1 0 0 0 100 | O 0 0 SF 0 0 0 1 fda4:45a3:3fdd:d31b:13ba:4314:3542:0362 | 5071 fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:01 | 27.545258
0.12 44 | 192 192 1 0 0 0 0 59 | 97 1 0 0 SF 0 0 0 -1 fda4:45a3:3fdd: 3fbf: 7aee:3008:3088:398b 123 fda4:45a3:3fdd:3cd8:7da1:27f6:0f67:15f9 123 | 00:00:02 | 0.11763
1124 | 8 2309 245 | 4 1 0 0 0 100 [ O 0 0 SF 0 0 0 1 fda4:45a3:3fdd:9b80:094e:028d:33d5:095b | 27758 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:02 | 11.236397
0 49 | 0 0 0 0 0 1 1 3 1 1 1 S0 0 0 0 -1 fda4:45a3:3fdd:be0e:0d3e:0de8:0984:0f88 4093 fda4:45a3:3fdd:8389:7d9b:27e7:607d:1350 | 445 | 00:00:02 | 0
0 49 | 0 0 1 1 1 1 1 4 1 1 1 S0 0 0 0 -1 fda4:45a3:3fdd:a653:42f2:39f7:077a:00f8 4283 fda4:45a3:3fdd:8389:7d9b:27e7:607d:1350 | 445 | 00:00:02 | O
3.95 8 2228 167 | 4 1 0 0 0 100 | 0 0 0 SF 0 0 0 1 fda4:45a3:3fdd:2345:421f:233:133c:3b49 2810 fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:03 | 3.951684
Total no. of records = 125,937 (one hundred twenty five thousand and nine hundred thirty seven)
Table 6-18: 10 (Ten) records of sample data from 2009 Aug. 27
g |5 & : |Es 2 & e c c 5
AR AR AR AL EEE R IR
8 | 8| 8 |82| 8| 8|8 |5:|88|88|88|85|8%| & |2 |38|28| 5 82 82 8a 88| & 3
0.12 44 | 192 192 | 0 0 0 0 57 | 91 1 0 0 SF 0 0 0 -1 fda4:45a3:3fdd: 3fbf: 7aee:3008:3088:398b 123 fda4:45a3:3fdd:3cd8:7dal:27f6:0f67: 159 123 | 00:00:01 | 0.117875
0 49 | 0 0 0 0 0 0 1 3 1 1 1 S0 0 0 0 -1 fda4:45a3:3fdd:6c32:3863:1462:192d:034e | 3648 fda4:45a3:3fdd:2e2d:7d94:27d5:6056:0204 | 445 | 00:00:02 | 0
2.44 8 2265 | 167 | 0 0 0 0 0 100 | O 0 0 SF 0 0 0 1 fda4:45a3:3fdd:8b95:30ab:71d0:7602:0664 | 1784 fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:03 | 2.438964
20.73 | 8 2340 | 245 | 1 1 0 0 0 100 | O 0 0 SF 0 0 0 1 fda4:45a3:3fdd:7702:0912:03b1:591b:3feb 2842 fda4:45a3:3fdd:d62c: 7df2:2761:071f:0f51 25 00:00:03 | 20.73396
3.05 8 2195 | 167 | 2 1 0 0 0 100 | O 0 0 SF 0 0 0 1 fda4:45a3:3fdd:6e71:516f:1745:7855:2c7d 2199 fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:04 | 3.050848
0 49 | 0 0 0 0 0 1 0 1 0 0 1 S0 0 0 0 -1 fda4:45a3:3fdd:5a55:1546:4975:1155:767b | 3615 fda4:45a3:3fdd:200c:7d45:275e:60eb:23bf 445 | 00:00:04 | 0
0.81 8 0 48 3 1 0 0 0 100 | O 0 0 RSTO | 0 0 0 1 fda4:45a3:3fdd:f95e:4559:0127:117d:5aa5 10639 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:05 | 0.811264
5.1 8 2626 | 221 | 2 1 0 0 0 100 | O 0 0 SF 0 0 0 1 fda4:45a3:3fdd:4aab:427f:3632:0023:3d37 3163 fda4:45a3:3fdd:d62c: 7df2:2761:071f:0f51 25 00:00:06 | 5.101072
7.77 8 2320 | 245 | 1 1 0 0 0 100 | O 0 0 SF 0 0 0 1 fda4:45a3:3fdd:5583:417¢:03f6:3569:2fd3 11801 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:08 | 7.769598
7.9 8 2261 | 252 | 2 1 0 0 0 100 | O 0 0 RSTO | 0 0 0 1 fda4:45a3:3fdd:45a0:11a6:6763:0730:0744 | 14088 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:08 | 7.898272
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| Total no. of records = 126,448 (one hundred twenty six thousand and four hundred forty eight)

Table 6-19: 10 (Ten) records of sample data from 2009 Aug. 28

g 5 5 5
) o] € @ S = = a

£1s SlelE18]z |B.|B |3e 5 g s E o

g o | 2 i S| S| 28| 3|z |zglz |gte e lgs| 3 =9 <5 E=r 25 E 5

s s | g|5e|8|8|E|ssliclfelie| =2 |2 |28 2|2 g5 £t 55 el % g

3|8 &8 |8|8|a8|8|&5|8|88|8g|8E|88| £ |c (28|23 8% 82 8% 82| 3 5
6.19 | 8 6033 | 245 1 1 0 0 0 100 | O 0 0 RSTO | 0 0 0 1 fda4:45a3:3fdd:dcc0:42ec: 0f7f:03ff:036a 50035 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:00 | 6.187172
0 49 0 0 0 0 0 1 1 1 1 1 1 S0 0 0 0 -1 fda4:45a3:3fdd:2a19:7324:2e84:794e:0da8 1553 fda4:45a3:3fdd:5eaa: 7d5f:275e:60ea:243e 445 | 00:00:01 | O
0.12 | 44 192 192 | 0 0 0 0 54 96 1 0 0 SF 0 0 0 -1 fda4:45a3:3fdd: 3fbf: 7aee:3008:3088:398b 123 fda4:45a3:3fdd:3cd8:7dal:27f6:0f67:15f9 123 | 00:00:02 | 0.118002
066 | 8 0 48 1 1 0 0 0 100 | O 0 0 RSTO | 0 0 0 1 fda4:45a3:3fdd:f597:4909:010f:01f6:013d 28272 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:02 | 0.65948
0 49 0 0 0 0 0 1 1 2 1 1 1 S0 0 0 0 -1 fda4:45a3:3fdd:5683:4d24:03cb:03ba: 1b% 2815 fda4:45a3:3fdd:5203:7d4a:2705:6051:18ca 445 | 00:00:02 | O
336 | 8 2209 167 1 1 0 0 0 100 [ O 0 0 SF 0 0 0 1 fda4:45a3:3fdd:c64c:4211:2d4a:53a7:1249 3764 fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:03 | 3.355292
5.05 | 8 4583 | 245 [ 2 1 0 0 0 100 [ O 0 0 RSTO | O 0 0 1 fda4:45a3:3fdd:b4ff:1952:3029:0094:0f5b 61421 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:03 | 5.049727
0 49 0 0 0 0 0 0 0 1 0 0 1 S0 0 0 0 -1 fda4:45a3:3fdd:81e3:1825:011a:6eaa:0b76 | 3776 fda4:45a3:3fdd:9978:7dd4:2780:6004:1731 | 445 | 00:00:06 | 0
4.08 | 8 2172 | 244 | O 0 0 0 0 100 [ O 0 0 RSTO | 0 0 0 1 fda4:45a3:3fdd:5ef8:36¢b:077b:12be:0301 4935 fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:07 | 4.078934
0 49 0 0 0 0 0 1 0 2 0 0 1 S0 0 0 0 -1 fda4:45a3:3fdd:abcf:47bd: 1b14:0c43:2ba4 4520 fda4:45a3:3fdd:7888:7d59:278a:60a9:17d2 | 445 | 00:00:08 | 0
Total no. of records = 127,608 (one hundred twenty seven thousand and six hundred eight)

Table 6-20: 10 (Ten) records of sample data from 2009 Aug. 29
g _ s £
8 'E‘ % % g > g o 2 > .E é = % %
= oS Z 2 = 3 5 8|8 5o B8 ot o S o o o

E lz| s |E|.|2|E| 5 |8|E.|Bg|E |BE £ |85 = 28 ¢ 3 g - g

Els| Sl E|5elE| s 28l28 2|28 = 2 |28| 2|3 53 S5 £% £5| & s

a8 & 3 a S| & | & & & |88 |85|8E|88 [ a =3 2| S 52 52 a3l az & a
0.12 44 192 192 | 0 0 0 0 46 94 1 0 0 SF 0 0 0 -1 fda4:45a3:3fdd:3fbf:7aee:3008:3088:398b 123 fda4:45a3:3fdd:3cd8:7dal:27f6:0f67:15f9 123 | 00:00:01 | 0.118005
33.9 8 2241 167 1 1 0 0 0 100 | O 0 0 SF 0 0 0 1 fda4:45a3:3fdd:432c:413a:0cd4:2e41:0342 2691 fda4:45a3:3fdd:d62c: 7df2:2761:071f:0f51 25 00:00:01 33.903481
0 49 0 0 0 0 0 0.5 1 1 1 1 1 S0 0 0 0 -1 fda4:45a3:3fdd:e5d8:42e1:510f: 27ff:030f 1634 fda4:45a3:3fdd:e3ad:7da3:27f4:604c:2168 445 | 00:00:01 | O
0 49 0 0 0 0 0 067 | 0O 0 0 0 0 S0 0 0 0 -1 fda4:45a3:3fdd:d4ec:5146:233a:61a8:03b6 3323 fda4:45a3:3fdd:323a:7dce:270d:60de:2919 | 445 | 00:00:01 | 0
0 49 0 0 0 0 0 1 0 3 0 0 1 S0 0 0 0 -1 fda4:45a3:3fdd:43b9:4f30:6300: 180f:4b56 2115 fda4:45a3:3fdd:a562:7d9e:27fe:60e6:05d0 445 | 00:00:03 | O
0 49 0 0 0 0 0 1 0 1 0 0 1 S0 0 0 0 -1 fda4:45a3:3fdd:d946:4370:00de:33e2:612b | 4457 fda4:45a3:3fdd:a0c0:7d87:27d1:6019:1e9c | 445 | 00:00:04 | 0
2.77 8 2299 | 245 | O 0 0 0 0 100 [ O 0 0 SF 0 0 0 1 fda4:45a3:3fdd:2024:45f0:0c0e:00e3:0dc2 17837 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:05 | 2.770091
0 8 0 0 1 1 0 0 0 100 | O 0 0 RSTOSO | 0 0 0 1 fda4:45a3:3fdd:91b8:4917:1860:100c:4c14 4781 fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:06 | 0
35.58 | 8 2174 | 276 | 2 1 0 0 1 100 | O 0 0 RSTO 0 0 0 1 fda4:45a3:3fdd:91b8:4917:1860:100c:4c14 1288 fda4:45a3:3fdd:d62c: 7df2:2761:071f:0f51 25 00:00:06 | 35.576056
74.96 | 8 0 0 3 1 0 0 6 100 | O 0 0 RSTR 503014(1) | O 0 1 fda4:45a3:3fdd:448d:427c:0c94:074f: 1bb4 60879 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 00:00:06 | 74.955875
Total no. of records = 128,881 (one hundred twenty eight thousand and eight hundred eighty one)
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Table 6-21: 10 (Ten) records of sample data from 2009 Aug. 30
2 g |e | B8 5| ¢ 8 2 c
B o g | g| 8 |e 5 |8 c| 8] 2 s 2 =8 s
& = B S |1 3|z |5§ 50z g8 &g < = < <
= S 2 = o @ & & @ 3] © 5] a S S S [
g ls| 8| B35 8 2|8 |58l sz £ &z s i £8 Ez| & g
Elz| S |g|§5|&|e| 2 || lselc|Se] 2 lal2|2)|83 E £ F5 ZE € g
a 3 3 a S| & | 3 & = & |88 8 |88 «© ol = | 2|3 3 3 823 Az & a3
0 49 [0 0 0 0 0 033 [ 1 2 1 1 1 S0 0 0 0 -1 | fda4:45a3:3fdd:6486:063€:02b6:6b6c:412c | 4147 | fda4:45a3:3fdd:1a52:7df3:275€:60e7:2f3f | 445 | 00:00:00 | 0
0.12 | 44 | 192 192 | 0 0 0 0 58 94 [1 0 0 SF 0 0 0 -1 | fda4:45a3:3fdd:3fbf:7aee:3008:3088:398b | 123 fda4:45a3:3fdd:3cd8:7da1:27f6:0f67:15f9 | 123 | 00:00:01 | 0.117878
25.13 | 8 2306 | 276 | 1 1 0 0 1 100 [ 0 0 0 RSTO | 0 0 0 1 fda4:45a3:3fdd:c464:0980:24f3:0935:64b3 | 4396 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0/51 | 25 [ 00:00:01 | 25.133814
348 | 8 4527 | 409 | 1 1 0 0 0 100 [ 0 0 0 RSTO | 0 0 0 1 fda4:45a3:3fdd: 25¢cf:0d76:563c: 19c0: 0f5F 3967 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 | 25 | 00:00:02 | 3.481789
384 | 8 4263 | 377 | 2 1 0 0 1 100 | 0 0 0 RSTO [ 0 0 0 1 fda4:45a3:3fdd: 25cf:0d76:563c: 19c0:0f5f 3964 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 | 25 | 00:00:02 | 3.8377
39 | 8 2296 | 245 | 3 1 0 0 0 100 | 0 0 0 SF 0 0 0 1 fda4:45a3:3fdd:9819:4124:28bf:23f9:072a | 36600 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f/51 | 25 | 00:00:02 | 3.959251
659 | 8 9031 [ 338 | 4 1 0 0 0 100 | 0 0 0 RSTO [ 0 0 0 1 fda4:45a3:3fdd:2a65:4237:3064:4140:0346 | 4536 | fda4:45a3:3fdd:d62c:7df2:2761:071F:0/51 | 25 | 00:00:02 | 6.591676
581 | 8 9059 [ 338 | 5 1 0 0 1 100 | 0 0 0 RSTO [ 0 0 0 1 fda4:45a3:3fdd:2a65:4237:3064:4140:0346 | 4543 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0/51 | 25 | 00:00:03 | 5.814764
17.46 | 8 0 48 |5 1 0 0 0 100 | 0 0 0 RSTO | 0 0 0 1 fda4:45a3:3fdd:edeb:4bec:68d2:7421:6e84 | 18020 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f/51 | 25 | 00:00:04 | 17.456841
2033 | 8 1284 | 551 | 6 1 0 0 0 100 | 0 0 0 SF 0 0 0 1 fda4:45a3:3fdd:c20f:09dc:1677:6874:051e | 1027 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f/51 | 25 | 00:00:04 | 20.329444
Total no. of records = 131,694 (one hundred thirty one thousand and six hundred niney four)
Table 6-22: 10 (Ten) records of sample data from 2009 Aug. 31
)
g £ & % g § S g g £
@ 2 e gle|s|g | &8 5 g | 3 3 z e g
| g Sleg| s | 8| 8|8 |85 g S| g 5 5 5 5 @
s @ = k= z | E 2 3 2 |ge|l g |8 2 g S = < g g g5 £ 5
E g g £ g | e | B g 2 2 |28 2|8 o S E E = g g £ £ £€ = =
5 < 3 2 3 £ 5 > P % |85| 3 |38 8 2 S 5 2 3 3 23 25 3 5
a 2] %] [a} o ] ] 7} [a} [a] Oa|l o [ o = = < - %] %] o< oz n a
0.37 | 49 | 128 219 [ 2 1 0 033 [ 25 |56 |0 0 0 SF 0 0 0 -1 | fda4:45a3:3fdd:730c:07fc:0790:3f0d:01dd | 4917 | fda4:45a3:3fdd:9bd5:7df4:2744:6149:031a | 445 | 00:00:00 | 0.371577
118 | 49 [ 128 219 |3 1 0 025 | 12 [57 [0 0 0 SF 0 0 0 -1 | fda4:45a3:3fdd:9909:4263:2a71:1415:6fd1 | 3106 | fda4:45a3:3fdd:9bd5:7df4:2744:6149:031a | 445 | 00:00:00 | 1.177594
2.37 | 49 | 2491 1518 | 4 1 0 02 |25 [57 |o 0 0 RSTO | 23179(1) | 0 342(1) | -1 | fda4:45a3:3fdd:730c:07fc:0790:3f0d:01dd | 4918 | fda4:45a3:3fdd:9bd5:7df4:2744:6149:031a | 445 | 00:00:00 | 2.36788
9.9 [ 49 | 2764 | 1750 | 5 1 0 017 [ 11 |58 [0 0 0 RSTO [ 0 0 342(1) | -2 | fda4:45a3:3fdd:a663:25cf:5698:3983:1eae | 2727 | fda4:45a3:3fdd:9bd5:7df4:2744:6149:031a | 445 | 00:00:00 | 9.901614
0 49 0 0 0 0 0 0.14 1 1 1 1 1 S0 0 0 0 -1 fda4:45a3:3fdd:43e3:5194:2da5:5252:3c0e 4441 fda4:45a3:3fdd:3e03:7d50:279b:60be:033e 445 00:00:00 0
0.12 | 44 | 192 192 [0 0 0 0 59 [ 9% [1 0 0 SF 0 0 0 -1 | fda4:45a3:3fdd:3fbf:7aee:3008:3088:398b | 123 fda4:45a3:3fdd:3cd8: 7da1:27f6:0f67: 15f9 123 | 00:00:01 | 0.119253
271 [ 6 536 1551 [ 0 0 0 0 100 | 100 | © 0 0 SF 0 0 0 -1 | fda4:45a3:3fdd:c218:4360:0fcd:31da:1e7a_ | 35329 | fda4:45a3:3fdd:ecce:7d1c:2792:072e:0a71 | 22 | 00:00:01 | 2.706176
7.08 | 8 9085 | 245 | 0 0 0 0 0 100 | 0 0 0 RSTO [ 0 0 0 1 fda4:45a3:3fdd:eec0:2bc2:7036:1161:07al | 1870 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 | 00:00:02 | 7.079902
8.65 | 8 18107 | 330 1 1 0 0 1 100 | 0 0 0 RSTO | 0 0 0 1 fda4:45a3:3fdd:eec0:2bc2:7036:1161:07a1l | 1871 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 | 00:00:02 | 8.65455
937 [ 8 18096 | 330 [ 2 1 0 0 2 100 | 0 0 0 RSTO [ 0 0 0 1 fda4:45a3:3fdd:eec0:2bc2:7036:1161:07al | 1869 | fda4:45a3:3fdd:d62c:7df2:2761:071f:0f51 25 | 00:00:02 | 9.369518

Total no. of records = 134,665 (one hundred thirty four thousand and six hundred sixty five)
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